/

UNIVERSITE D’ARTOIS

cr it L

Hard Functions in Knowledge
Compilation: from Lower Bounds to
Applications

DOCTORAL THESIS

presented and publicly defended on ***

in partial fulfillment of requirements for the degree of

Doctor of Philosophy of Artois University

in the subject of Computer Science
by

Alexis de Colnet

Doctoral Committee

Supervisors: Thesis Director Pierre Marquis
Thesis Supervisor Stefan Mengel

CENTRE DE RECHERCHE EN INFORMATIQUE DE LENS — CNRS UMR 8188
Université d’Artois, rue Jean Souvraz, S.P. 18 F-62307, Lens Cedex France
Secrétariat : +33 (0)3 21 79 17 23

http://www.cril.univ-artois.fr



Mise en page avec memcril (B. Mazure, CRIL) et thloria (D. Roegel, LORIA).



Acknowledgements

shskesk



il



* &Kk

il



v



Contents

List of Figures
Introduction

Preliminaries

1 Notionson Graphs . . . . . . . . . . . . . e

2 Notions from Propositional Logic . . . . . . . . ... ... ... ... ...
3 Notionson Circuits . . . . . . . . . . . . oo
3.1 Computational Circuits . . . . . . . . ... . Lo
3.2 Classes of Circuits in Negation Normal Form . . . . . . .. ... ... ...
3.3 Classes of Binary Decision Diagrams . . . . . .. ... ... ........

4 Knowledge Compilation . . . . . . . . .. ... .
Rectangle Covers for the Analysis of Circuitsin DNNF . . . . .. ... ... ...
5.1 Rectangle Covers . . . . . . . . . . . . . e
5.2 Proof Trees. . . . . . . . . . . e
53 Lower Bounds on the DNNF Size from Rectangle Covers . . . .. ... ..

6 Tseitin Formulas . . . . . . . . . . . . e

PartI Lower Bounds on the Size of Representations in Compilation Languages

Chapter 1 Lower Bounds on the DNNF Size of Specific Functions
1.1 The State of Compilation to DNNF and sublanguages . . . .. ... ... ... ..
1.2 Pseudo-Boolean Constraints that have Exponential DNNF Size . . . ... ... ..
1.2.1 Restriction to Threshold Models of PB-Constraints . . . . . . . .. ... ..



Contents

1.2.2 Reduction to Covering Maximal Matchingsof K, ,, . . . . . . .. ... .. 33

1.2.3  Proof of Theorem4 . . . . . . . . . . . .. .. . 35

1.3 Tseitin Formulas that have Exponential DNNF Size . . . . . . ... ... ... .. 36
1.3.1 An Adversarial Rectangle Cover Game for Lower Bounds on DNNF Size . 37

1.3.2  Splitting Parity Constraints . . . . . . . . . . . . . ... 39

1.3.3  Lower Bounds on the DNNF Size of Tseitin formulas . . . . ... ... .. 42

1.4 Conclusion and Perspectives . . . . . . .. ... .. L o 45
Chapter 2 Lower Bounds for Approximate Knowledge Compilation 47
2.1 State of Approximate Knowledge Compilation . . . .. ... ... ......... 47
2.2 Lower Bounds for Weak Approximationtod-DNNF . . . . . ... ... ... ... 50
2.3 Strong e-ApproXimations . . . . . . ... i e e e e e 52
2.4 Large d-DNNF Size for Strong Approximations . . . . ... ... ......... 54
2.4.1 Large d-DNNF Size for Strong Approximations of Linear Codes . . . . . . 54

242 Large d-DNNF Size for Strong Approximations of Tseitin Formulas . . . . 58

2.5 Conclusion and Perspectives . . . . . . . . . . ... 61

Part I Applications of Lower Bounds Inside and Outside Knowledge Compilation

Chapter 3 Lower Bounds on Intermediate Results in Bottom-Up Compilation 64
3.1 Bottom-Up Compilation . . . . . . ... ... ... ... 64
3.2 State of Bottom-Up Compilation and Contribution . . . ... ... ... ...... 67
3.3 Refuting Tseitin Formulas in str-DNNF(A, ) . .. .0 o000 0000000 70
3.4 From Unsatisfiable to Satisfiable Tseitin Formulas (Lemma 36) . . ... ... ... 72
3.5 Graph Bi-Partition with Large Treewidth on Both Sides . . . . . . ... ... ... 80

3.5.1  Well-linkedness . . . . . . . ... 81
3.5.2 Acceptable partitions . . . . . ... ..o 81
353 Proofof Theorem 18 . . . . . . . . . .. . ... ... .. ... ... .. 82
354 Proofof Lemmad4 . ... .. ... 83
355 Proofof Lemmad5 . ... ... ... .. 84
3.6 Conclusion and Perspectives . . . . . . . . .. ... L o 89

vi



Chapter 4 The Length of Regular Resolution Refutations of Unsatisfiable Tseitin Formu-

las 91
4.1 Regular Resolution Refutation . . . . . . ... ... ... ... ... ... ... 91
4.2 State of Resolution Refutation of Tseitin Formulas and Contribution . . . . . . . . . 92
4.3 Branching Programs for Search Relations . . . . . . .. ... ... ......... 93
4.4  Well-Structured Branching Programs Computing SearchVertex . . . ... ... .. 95
4.5 From Unsatisfiable to Satisfiable Tseitin Formulas . . . . . ... ... ... .. .. 97
4.6 Conclusion and Perspectives . . . . . . . . . ... L 99

Part IIl Extending the Knowledge Compilation Map to New Fields

Chapter 5 Enumeration Queries on Compilation Languages 102
5.1 Enumeration Queries and Enumeration Complexity . . . . . . ... ... ... ... 103
5.1.1 Enumeration Complexity . . . . . . . . . . . . . . 103

5.1.2  Enumeration Queries in the CompilationMap . . . . . . ... .. ... .. 104

5.1.3 New Enumeration Queries . . . . . . . . . . .. .. ... ... 105

5.2  Enum-/P and Enum-PI from dec-DNNF are in QutputP . . . .. ... ... .. .. 106
5.3 Enum-/P and Enum-PI from dec-DNNF areinIncP . . . . .. ... ... ... .. 109
5.3.1 Solving the decision variant of AnotherSol-IP . . . . . . ... .. ... .. 110

5.3.2  Propagating a prime implicantin D . . . . .. ... ... L., 110

5.3.3 Augmenting an incomplete subset of IP(D) . . . ... ... ... ..... 111

5.3.4 The Dual Case of Prime Implicates . . . . .. ... ... .......... 113

5.4 Enumerating Specific Prime Implicants . . . . . . ... ... ... ... L. 116
5.4.1 Subset-Minimal Explanations and Abductive Explanations . . . . . .. .. 116

54.2 SufficientReasons . . . . . . . ... L 118

5.5 Missing Proofs . . . . . . . ... 120
5.6 Conclusion and Perspectives . . . . . . . . . .. L L o 124

vii



Contents

Chapter
6.1
6.2
6.3
6.4

6.5

6.6
Conclusion

Bibliography

viii

6 Unconditional Succinctness Maps for Arithmetic Circuits 126
Arithmetic Circuits for Pseudo-Boolean Functions . . . . . .. ... ... ... .. 126
Preliminaries: Smoothing circuitsin wDNNF . . . . . .. ... ... 0. 129
From Monotone ACs tocircuitsin NNF . . . . . ... .. ... ... .. ... .. 131
Succinctness Maps . . . . . ... e 132
6.4.1 Succinctness Map for Circuits in NNF . . . . ... ... ... ... ... 132
6.4.2  Succinctness Map for Monotone ACs . . . . . . . .. ... ... ...... 134
6.4.3 Starting a Map for Positive ACs . . . . . . ... ... ... ... 135
Lower Bounds for Positive AC . . . . . . . . . .. ... . ... ... ... 136
6.5.1 Sum of Decomposable Products . . . . . ... ... ... ... ... 137
6.5.2 Lower Bounds for Structured Decomposable Positive AC . . . . . ... .. 138
Conclusion and Perspectives . . . . . . . . . . . . . ... ... 140

142



AN B W=

2.1

3.1
32

4.1
4.2
4.3

4.4

5.1
5.2

6.1
6.2
6.3
6.4

List of Figures

Computation circuits and underlying graphs. . . . . . . . . .. ... .. ... ...... 13
Circuits in DNNF and circuits in str-DNNF. . . . . . .. ... ... ... ... .. 15
Circuits in DNNF with decisionnodes. . . . . . . . .. ... ... ... ... ...... 16
Free BDD andordered BDD . . . . . . . .. ... ... 17
Proof trees of acircuitin DNNFE. . . . . . .. .. ... . o . 23
A proof tree and its underlying vtree. . . . . . . . ... Lo Lo 23
Partition of maximal matching . . . . . . .. ... .o oo 35
An iterative core extraction where l = 2. . . . . . . .. ..o Lo L. 57
An OBDD(A,r)-compilation. . . . ... ... ... ... . 66
A sequence of splits and itstrace. . . . . . . . . . . .. ... 86
A resolution refutation and its DAG representation. . . . . . . . . ... ... ... ... 92
From regular resolution refutation to FBDD computing a search relation . . . . . . . .. 94
From a regular resolution refutation of unsatisfiable Tseitin formulas to FBDD comput-

ing SearchVertex. . . . . . . . . . e e e e e 95
Evolution of the charges of a graph after removal ofabridge. . . . . . . ... ... ... 97

An output-polynomial time construction of the set of prime implicants of a dec-DNNF. . 108

Generation of a new prime implicant from a circuitin dec-DNNFE. . . . . .. ... ... 113
A weak decomposable circuit in NNF and a weak decomposable AC. . . . . ... ... 128
Succinctness map for monotone ACs. . . . . . ... L. Lo 132
Succinctness map for different subclasses of NNF. . . . . ... ... ... ... ... .. 133
Partial succinctness map for classes of positive ACs. . . . . . .. ... ... ... ... 136

ix



List of Figures




Introduction

Circuits in computer science are a model of computation able to represent many kinds of functions, and
into which several other models of computation can be translated: binary decision diagrams (BDDs),
decision trees, formulas in conjunctive normal form (CNF), polynomials, to only quote a few. A circuit
breaks down the computation of a function into a sequence of simple steps that correspond to gates. Thus
circuits are essentially programs for computing various kinds functions and several types of circuits and
computation diagrams are even referred to as programs, like branching programs (another name for
BDDs) and (+, x )-programs (a name used by Valiant for arithmetic circuits [Val80]). Studying the size
of the smallest circuit from a given family representing a function amounts to studying the hardness of
computing this function with respect to a given model of computation. This is an important aspect of
circuit complexity, a domain of computer science that aims to establish unconditional lower bounds on the
computational complexity of selected functions, like the permanent or the function detecting k-cliques
in graphs.

In addition to computing the value of a function for any assignment to its variables, some cir-
cuits allow to easily determine useful information on functions, like the number of satisfying assign-
ments in the case of Boolean functions. Such circuits, sometime called fractable circuits (see for in-
stance [VCL 121, Dar22)), are at the core of knowledge compilation. Knowledge compilation is a domain
of computer science that deals with situations where a knowledge base known in advance is preprocessed,
or compiled, during a costly offline phase called compilation, before being queried and manipulated dur-
ing the online phase. ldeally, the cost of compilation is amortized by the time gained working on the
processed knowledge base during the online phase, in particular when many queries are answered. In this
context, classes of so-called tractable circuits are compilation languages, that is, when the knowledge
base is a function, compiling the knowledge base consists in finding a tractable circuit computing the
corresponding function.

Among the compilation languages that have been introduced during the last two decades for Boolean
functions, the class of circuits in decomposable negation normal form (DNNF) introduced in 2001 [DarOla]
is central. Circuits in DNNF are among the most general kind of circuits for which answering the
clausal entailment query is tractable, a query historically important in knowledge compilation [SK96,
Sin02] to the point that its tractability has sometime be regarded as a requirement for compilation
languages [DMO02]. Moreover circuits in DNNF encompass other classes of circuits useful in model
counting [Darl1, LM17], in Max-SAT solving [PD07], in model enumeration [ABJM17], in QBF solv-
ing [CM19], etc.

This thesis revolves around the DNNF language, i.e., the class of circuits in DNNF. The best way to
describe the thesis is as a “showcase” of the analysis of circuits in DNNF and of their applications (even
though most of our results are “negative”). After a preliminary section, the thesis splits into three parts.
In the first part we study the hardness of compilation in DNNF by proving new lower bounds on the
size of the smallest circuits in DNNF representing particular functions and sometimes approximations
of these functions. The lower bounds shown are negative results, but negative results are not always the
end of the story. This is the object of the second part of this thesis where we show several applications
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of results proved in the first part both inside and outside of the area of knowledge compilation. Finally,
the third part of the thesis deals with new queries and new fields for knowledge compilation. In this part,
we study new enumeration queries for the enumeration of specific implicants from particular circuits
in DNNF. We also go beyond knowledge compilation for Boolean functions and initiate a systematic
comparison of compilation languages for non-Boolean functions, more precisely for pseudo-boolean
functions. In what follows, we give a more detailed description of the DNNF language and of some of
its sublanguages. Then we give a more detailed overview of the subjects that we study in this thesis and
present our contributions.

DNNF and its sublanguages. To understand the rest of this introduction, a brief overview of the DNNF
language and of some of its sublanguage seems necessary. A circuit in negation normal form (NNF) is
a directed acyclic graph whose internal nodes are labelled with V- or A-operations and whose leaves are
labelled either by a Boolean constant O (false) or 1 (true), or by literals in Boolean variables. A circuit
is in decomposable NNF (DNNF) when it is in NNF and when its A-nodes respect a property called
decomposability which enforces that the sets of variables of the children (or inputs) of a A-node are pair-
wise disjoint [DarOla]. The DNNF language is the class of all circuits in DNNF, it encompasses some
well-known kinds of circuits and formulas like DNF formulas, and is complete in the sense that every
Boolean function over finitely many variables has a representation as a circuit in DNNF. Decomposabil-
ity is a structural restriction on circuits in NNF thanks to which answering several queries on the circuit
becomes tractable. In particular deciding the satisfiability of a circuit in DNNF is feasible in linear time
in the size of the circuit (the number of edges of its graph), and so is clausal entailment, that is, given
a circuit D in DNNF and a clause v, determining whether every satisfying assignment, or model, of D
satisfies « is feasible in linear time in the size of D. In addition to decomposability, other structural
restrictions have been invented for circuits. For every combination of restrictions, the circuits respecting
these restrictions form a new language. In particular, structured decomposability and determinisim are
central restrictions that appear several times in this thesis. Structured decomposability is a refinement
of decomposability that puts a constraint on the way the sets of variables of the children of a A-node
partition the variables of that A-node [PD08]. We omit the formal definition for now and only mention
that circuits in NNF that respect structured decomposability are said to be in structured decomposable
negation normal form (str-DNNF), and that the way variables are arranged in such circuits is described
by some kind of combinatorial structure called a vtree (whose definition we also omit for now). The class
of circuits in str-DNNF is the str-DNNF language. Structured decomposability renders tractable some
operations that are intractable over general circuits in DNNEF, in particular operations that require manip-
ulating two circuits respecting the same vtree. Another important restriction is determinism, which states
that the children of every V-node represent Boolean functions whose sets of satisfying assignments are
pairwise disjoint [DarOla]. Circuits in DNNF respecting determinism are said to be in deterministic de-
composable negation normal form (d-DNNF) and the class of all these circuits is the d-DNNF language.
The combination of decomposability with determinism makes it possible to compute the number of sat-
isfying assignments, or model count, of the circuit, which is useful in many settings. One convenient
way to ensure that VV-nodes respect determinism is to make them compute Shannon decompositions, that
is, every V-node is of the form (Z A ) V (x A -) for some variable . Circuits in d-DNNF whose V-nodes
are of this form are in decision DNNF (dec-DNNF) and the class of all these circuits is the dec-DNNF
language. To finish our small presentation of compilation languages, we mention that several classes of
decision diagrams, including ordered binary decision diagrams (OBDDs) [Bry86, Weg00], free binary
decision diagrams (FBDDs) [SW95] and sentential decision diagrams (SDDs) [Dar11] can be transfor-
mated in d-DNNF in polynomial time, so that theses classes (in particular OBDD, FBDD and SDD) are
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somtimes seen as sublanguages of d-DNNF.

The DNNF size of selected functions. For a compilation language L, the L size of a function is the size
of the smallest representation of the function in L. Finding functions whose L size is small is essential
to champion L as a viable compilation language. For instance when Darwiche introduced the language
DNNF, he promoted the language showing that every CNF formula with bounded primal treewidth is
compilable to DNNF in polynomial time [DarOla]. On the other hand, knowing that many functions
have a large L size supports the belief that no compilation language admits small representations for ev-
ery functions, and is useful to compare L to other languages in terms of space efficiency, or succinctness.
For instance in [Weg00, Chapters 4 and 6], Wegener give several examples of functions whose OBDD
size is exponentially larger than the FBDD size. More generally, comparing circuits in terms of succinct-
ness is one of three methods to compare compilation languages in the knowledge compilation map, in
framework introduced by Darwiche and Marquis where compilation languages are systematically com-
pared in terms of succinctness and in terms of queries and transformations that are tractable on their
circuits [DMO02]. The first negative results for the compilation to DNNF predate, in a sense, the creation
of the language since Selman and Kautz have shown in the nineties that there is no compilation language
that renders clausal entailment tractable (as does DNNF) and in which all formulas have a representation
of polynomial size (in the number of variables), unless NP C P/poly [SK91, SK96]. Since DNNF has
been introduced, unconditional separations between the class of CNF formulas and DNNF have been
found [BCMS14], thus confirming the conditional negative results of Selman and Kautz in the case of
DNNF. To explain what makes a function hard to compile in DNNF, a line of research has developed
with the objective of determining parameters of general Boolean functions that, when too high, guarantee
that the DNNF size is exponential in the number of variables [JS12, RP13, STV 14, BS17a]. In another
direction, the compilation of specific classes of functions in DNNF has been studied with both positive
results, for instance for variable-convex CNF formulas [BS17b], and negative results taking the form of
exponential lower bounds on the DNNF size, like for monotone CNF formulas [ACMS20] or systems of
linear equations [Men16]. The results that we present in Chapter 1 fall within the negative case. We show
exponential lower bounds on the DNNF size of particular pseudo-Boolean constraints [dC20] and expo-
nential lower bounds on the DNNF size of particular CNF formulas called Tseitin formulas [dCM21a].
After a section on the state of the art of compilation in DNNF, two sections are dedicated to the proof
of each lower bound respectively. The first bound shows that compiling in DNNF pseudo-Boolean con-
straints of the form wiz1 + - - - + wpx, > 0, where w1, ..., wy,, 0 are real numbers and x1, ..., x, are
Boolean variables, may create circuits that are too large to work on. Yet compilation to DNNF of such
constraints is useful, for instance for generating CNF encoding of the constraint that have nice properties
desired in constraint programming [AGMS16, KS19]. The second lower bound has been shown with
Stefan Mengel. It deals with Tseitin formulas, that are CNF formulas representing systems of parity
constraints structured by a graph. We show that the DNNF size of these formulas, when the underlying
graph has maximum degree bounded by a constant, is exponential in the treewidth of the graph. Appli-
cations of this bound are given in Chapters 2, 3 and 4.

The d-DNNF size of approximations. If a function has a DNNF size too large to be practical, then
one may want to compile an approximation of that function in the hope that it is computed by a more
compact circuit in DNNF. With Stefan Mengel, we have studied approximate knowledge compilation in
the d-DNNF language [dCM20]. The major incentive for compiling in d-DNNF is that model counting
is tractable on circuits in d-DNNF [DMO02]. Unfortunately, compiling to d-DNNF is generally much

3



Introduction

more expensive that compiling to DNNF since the d-DNNF size of a function is generally exponentially
larger than its DNNF size [BCMS16]. There exist several approaches for approximate knowledge com-
pilation in different languages [SK96, DarO1a, BSW02, PD07] that, with the exception of [BSW02], lack
a precise measure on the quality of the approximation. We have considered two notions of approximation
offering different guarantees on the approximation error. We call them weak approximations and strong
approximations. Weak approximations have already been studied by Bollig, Sauerhoff and Wegener for
the compilation in the language OBDD [BSWO02], and it is known that there are functions whose weak
approximations all have exponential OBDD size. Chapter 2 of this thesis presents our contributions to
approximate knowledge compilation. After a first section on the state of the art of approximate knowl-
edge compilation, the second section shows how to extend the result of Bollig et al. from OBDD to
d-DNNF, which is not insignificant since circuits in d-DNNF are in general exponentially smaller than
the smallest equivalent OBDDs. Then we explain that weak approximation is not ideal for approximate
knowledge compilation to d-DNNF, in particular to perform approximate model counting, as it allows
the approximation by the function that is uniformly zero in many situations. In the third section we define
the notion of strong approximation to circumvent this problem. Strong approximation has been designed
with approximate model counting in mind. Indeed, a strong approximation of a function has a number
of models that is within a constant factor of the number of models of the initial function. We show that
there exist classes of functions that are weakly approximated by the function that is uniformly zero, but
whose strong approximations all have exponential d-DNNF size. We end Chapter 2 by using the lower
bounds obtained in Chapter 1 on the DNNF size of particular Tseitin formulas to prove that the latter
result holds even for some classes of CNF formulas.

Analyzing bottom-up compilation to str-DNNF. Even if a function can be computed by a small cir-
cuit in a compilation language, it might still take exponential space and time to compile in that language
depending on the compilation algorithm. In Chapter 3, we use the results of Chapter 1 on the DNNF
size of Tseitin formulas to construct examples of such functions for bottom-up compilation algorithms.
Bottom-up compilation is one of the two main paradigms along with top-down compilation. In top-down
compilation, a circuit computing the initial function is essentially constructed as the trace of an algorithm
exploring the space of assignments to the variables of the function [HDOS5]. In bottom-up compilation,
one often assumes that the initial function is a system of constraints (for instance a CNF formula, where
the constraints are clauses). The paradigm then consists of two steps: first, compiling every constraint
to the language, and second, combining the resulting circuits until obtaining a circuit that computes the
solutions of the initial system. The second step requires that the conjunction of two circuits from the
language is tractable, which is generally possible only if the two circuits are in str-DNNF and are sim-
ilarly structured (that is, respect the same vtree) [PDOS]. Thus bottom-up compilation is a method for
compiling in the language str-DNNF, which includes OBDD and SDD [Darl1]. As described before,
bottom-up compilation creates intermediate circuits, and these can be much larger than both the input
system of contraints and the output circuit, as observed in practice [NWO07] and proved for particular
functions [Kra08, Seg08, FX13, IKRS20] when compiling in OBDD. Chapter 3 describes the contribu-
tions made with Stefan Mengel to the analysis of bottom-up compilation to str-DNNF [dCM22b]. The
chapter starts with a section defining a formal model of bottom-up compilation, followed by a section on
the state of the art of bottom-up compilation, both in practice and in theory. In the remaining sections of
the chapter, it is shown how to use the lower bound obtained in Chapter 1 on the DNNF size of Tseitin
formulas to construct CNF formulas whose size is polynomial in the number of variables, whose str-
DNNF size is constant, but for which bottom-up compilation to str-DNNF creates intermediate circuits
whose size is exponential in the treewidth of the primal graphs of the initial formulas. The lower bounds
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that are obtained on intermediate circuits take into account arbitrary modifications of intermediate cir-
cuits during compilation as long as these modifications preserve the function computed by the circuit (for
instance circuit minimization). Thus the framework for our bounds captures the behaviour of practical
bottom-up compilers, see for instance [Rud93, CD13]. To the best of our knowledge, the bounds shown
by Itsykson, Knop, Romashchenko and Sokolov for OBDDs were the only ones proved in comparable
settings [IKRS20]. We start by proving our result for bottom-up compilation of unsatisfiable Tseitin
formulas and then lift it up to satisfiable CNF formulas built upon those. So we obtain as a first step an
exponential lower bound on the size of every refutation of unsatisfiable Tseitin formulas in str-DNNF-
based proof systems, including OBDD-based proof systems. Itsykson et al. also study Tseitin formulas
to prove bounds in [IKRS20]. Our bounds generalize theirs in two ways: on the one hand we study cir-
cuits in str-DNNF, which are generally exponentially smaller than OBDD, on the other hand their bounds
are restricted to Tseitin formulas over a particular class of graphs while ours are parameterized and, as
such, hold for Tseitin formulas for every graphs.

Using knowledge compilation in proof complexity. Chapter 4 gives a last application of the lower
bound on the DNNF size of Tseitin formulas proved in Chapter 1. This application makes the connection
with the historic purpose of Tseitin formulas. Unsatisfiable Tseitin formulas have been introduced by
Grigori S. Tseitin in the sixities as hard formulas to refute in the resolution proof system [Tse68, Tse83].
The resolution proof system is based on a single inference rule called the resolution rule, which states
that a formula that satisfies two clauses C'V x and C’ V T also satisfies C'V C’. Every unsatisfiable CNF
formula has a refutation in the resolution proof system, that is, a sequence of clauses either taken from
the formula or obtained by resolution rule over previous clauses, that ends with the empty clause. The
intuition of Tseitin was that exponentially many clauses would be required in resolution refutations of
Tseitin formulas. This intuition was proved to be correct since Urquhart later showed that for unsatisfi-
able Tseitin formulas whose underlying graphs are expander graphs, the shortest resolution refutations
have exponential length [Urq87]. Characterizing unsatisfiable Tseitin formulas whose resolution refu-
tation length is not polynomial in the number of variables remains an open problem, despite several
advances on the subject [AR11, 1013, GTT20]. In particular, for the more restrictive proof system of
regular resolution, the upper bounds shown in [AR11] and the lower bounds shown in [IRSS21] hint on
the fact that, when the graph of the Tseitin formula has maximum degree bounded by a constant, the
length of the shortest refutation is exponential in the treewidth tw(G) of the graph. The 98U (tw(G)/ log(n)))
lower bound in [IRSS21] almost matches the 20w (©)) poly(n) upper bound of [AR11], where n is the
number of variables of the formula. Our main contribution, shown with Stefan Mengel, is to use the
lower bounds proved in Chapter 1 on the DNNF size of Tseitin formulas to improve the lower bounds
and match the upper bound, thus showing that the length of regular resolution refutations of unsatisfi-
able Tseitin formulas whose graphs have bounded degree is polynomial in the number of variables n
if and only if the treewidth of the graph is in O(log(n)) [dCM21a]. This is the subject of Chapter 4.
The chapter starts with a section where a formal description of regular resolution is given, followed by
a section where we recall existing bounds on the length of refutations of unsatisfiable Tseitin formulas
in this proof system. The remaining sections develop a reduction that brings us from the state where we
study the length of regular resolution refutations of unsatisfiable Tseitin formulas, to the state where we
study the DNNF size of satisfiable Tseitin formulas over the same graphs, and can thus use the lower
bounds shown in Chapter 1.
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Enumeration queries on circuits in dec-DNNF. The compilation process is only one part of knowl-
edge compilation, the second one being online reasoning on the compiled circuit. While this thesis is
mostly centered around the compilation process, the author has also contributed with Pierre Marquis
to the research on enumeration queries over circuits in compilation languages [dCM22a]. Enumera-
tion queries differ from decision queries, like clausal entailment, and from function queries, like model
counting, in that the answer is not a single value but a list of many solutions. As an example, listing all
satisfying assignments of a circuit is an enumeration query that has been studied for circuits in compila-
tion languages [DM02, ABJM17, CS21]. Since the output of enumeration queries can be exponentially
larger than the input, they have to be studied under the special framework of enumeration complex-
ity [Str19]. This framework is presented in the first section of Chapter 5. For our contributions, we
limited ourselves to studying enumeration queries on circuits in dec-DNNF with respect to the complex-
ity classes QutputP and IncP. The former encompasses enumeration problems for which all solutions
can be obtained in time polynomial in the size of the input plus the size of the output (so all solutions).
The latter contains problems for which there exists an algorithm to list a given number & of solutions in
time polynomial in the size of the input and k. In the second and third section of Chapter 5, we study
enumeration queries that consists in enumerating prime implicants and prime implicates of circuits in
dec-DNNF. In particular, we show that enumerating all prime implicants (resp. implicates) of such cir-
cuits is in OutputP and even in INCcP. In the fourth section, we turn to the enumeration of specific prime
implicants: sufficient reasons and subset-minimal abductive explanations, two notions used in Al, and
especially in explainable Al in recent and in not so recent years [SL90, EG95, SCD18b, DH20, INM19].
While positive results can be obtained for enumerating prime implicants from circuits in dec-DNNF we
show that it is unlikely that enumerating these particular implicants from the same circuits is in OutputP.

Knowledge compilation beyond the Boolean case. Knowledge compilation is not confined to Boolean
functions. The languages studied in this thesis for Boolean functions are defined by the structural restric-
tions that are put on the circuits. But structural restrictions for Boolean circuits can be defined anal-
ogously for circuits representing other types of function, and thus classes of circuits for representing
these functions can be defined similarly to DNNF and its sublanguages. In particular, decomposability
has been studied for arithmetic circuits under the name multilinearity [NW97] and, decomposability,
determinism, etc. have been studied extensively for probabilistic circuits that, roughly put, are circuits
computing probability distributions [VCL*21]. Similarly to the Boolean case, different combinations
of structural properties on probabilistic circuits render different queries and transformations tractable.
Moreover the succinctness relationship between two classes of probabilistic circuits is generally ex-
pected to be the same as the one between the corresponding Boolean classes (when they are defined). In
Chapter 6, we present the study conducted with Stefan Mengel on the succinctness relationships between
classes of arithmetic circuits (ACs) using product and sum operations to compute pseudo-Boolean func-
tions, that is, functions over Boolean variables and whose outputs are real numbers [dCM21b]. Since
arithmetic circuits are natural model of computation for polynomials, research on these data structures
predates the articles of Darwiche where they are introduced as representations for marginal distributions
of Bayesian network [Dar02b, Dar03]. In particular we have to mention the work done by Valiant on
(4, x)-programs [Val80]. We adopt the definition of ACs given by Darwiche. The inputs of the ACs
in this chapter are Boolean variables (seen as variables over {0, 1}), negated Boolean variables, and
real constants. ACs can be used as particular probabilistic circuits when they compute non-negative
functions, in which case they are called positive ACs. We consider sixteen classes of positive ACs by
imposing combinations of five structural properties on the circuits: determinism, smoothness, decom-
posability, weak decomposability (a variant of decomposability), and monotonicity. Monotonicity has
no direct equivalence for Boolean circuits. It states that all constants labelling leaves of the circuit are
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non-negative. In a sense, a circuit that uses 4--operation and negative constants can do subtractions, so a
monotone AC is essentially a positive AC where subtraction is forbidden. It is known that monotone ACs
can be much larger than equivalent positive ACs [Val80]. Several sections in Chapter 6 are dedicated to
finding unconditional succinctness relationships between eight classes of monotone ACs. We obtain all
relationships using a reduction from monotone ACs to circuits in negation normal form. Next we initi-
ate a similar study for positive ACs but can only show a couple of results, including that deterministic
positive ACs and deterministic monotone ACs are essentially the same objects. In an effort to boost the
research on positive ACs, in a last section we describe techniques to bound the size of positive ACs from
below and show their usage in the case of structured decomposable positive ACs.
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1. Notions on Graphs

1 Notions on Graphs

Unless stated otherwise, the graphs considered in this thesis are undirected, have no parallel edges (so
no multigraphs) and no self loops. For a graph G whose set of vertices and edges are not specified, we
denote by V(G) its set of vertices and by E(G) its set of edges. The edge between two vertices u and
v is denoted by uv or vu. For v € V(G), Eg(v) denotes the set of edges incident to v in G. The set of
vertices that are neighbors of v in G is denoted as N (v), more formally Ng(v) := {u | wwv € E(G)}.
Note that, since G has no self loop, v is not in N (v). We drop the subscript from the notations E¢ (v)
and Ng(v) when the graph is clear from the context. We write deg(v) = |N(v)| and we denote by
A(G) = max,cy () deg(v). For asubset V' of V(G) we denote by G[V'] the subgraph of G induced by
V| that is, the graph whose set of vertices is V’ and whose set of edges is E(G)N{uv |u € V', v € V'}.

A graph is connected if for every u,v € V(G), there is a path from u to v in G, that is, there are
edges ujug, ugus, . .., ug_1uk in E(G) with u; = u and up, = v. A separator S in a connected graph
G is a vertex set such that S C V(G) and G[V(G) \ S] is and not connected. A graph G is called
k-connected if and only if it has at least k& + 1 vertices and, for every S C V(G), |S| < k — 1, the graph
G[V(G) \ 5] is connected.

An edge separator of GG is a set of edges whose removal strictly increases the number of connected
components of G. Given a partition (A4, B) of V(G) (thatis, AUB = V(G) and AN B = ()), we denote
by E(A, B) the set of edges that have one endpoint in A and the other in B. Note that if G is connected
then F(A, B) is an edge separator of G.

Treewidth and Pathwidth. Treewidth is a well-known graph measure that has several equivalent def-
initions. We use the definition based on tree decomposition. A tree decomposition of G is a rooted tree
T such that every node ¢ € T is associated with a set B; C V(G) called a bag and such that

o V(G) = Uer Bt
o for every uv € E(G), thereis t € T such that {u,v} C By

e for every u € V(G) the subgraph of T restricted the nodes whose bags contain u is connected (so
its a tree)

When T is a path (¢1,...,ty), itis called a path decomposition of G. For path decompositions, the third
rule may be rephrased as follow:

o foreveryl1 <i<j<k<N,B;, CB,NBy,

Definition 1. Let T be a tree decomposition of G, the width of the decomposition is maxycp |By| — 1.
The treewidth of G, denoted by tw(G), is the smallest width of a tree decomposition of G. More formally,

tw(G) = minmax |By| — 1
T teT

where miny is over all tree decompositions of G.

Definition 2. The pathwidth of G, denoted by pw(QG), is the smallest width of a path decomposition of
G. More formally,

G) = mi By -1
pw(G) = min max | By|

where minp is over all path decompositions of G.
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Branchwidth. A binary tree whose leaves are in bijection with the edges of G is called a branch de-
composition of GG. Branch decompositions are often defined using unrooted trees, however our definition
is equivalent and is more convenient in our setting. The removal of any edge e of a branch decomposition
T splits T" into two connected components. The sets of edges of G that label the leaves of each compo-
nent form a bipartition of £(G). The number of vertices of G that are incident to edges in both parts of
this partition is called the order of e, denoted by order(e,T"). A branch decomposition is called linear
when every internal node of the tree has at least one child that is a leaf. Linear branch decompositions
represent orderings, or permutations, of E(G). Writing E(G) = {ey,...,en}, an ordering of E(G)
is a sequence (€(1); - - -, €x(m)) With 7 a permutation of {1,...,m}. A linear branch decomposition 7'
represents the permutation defined as 7(i) < 7(j) if and only if e; is closer to 7”s root than e; or, if e;
and e; are the children of the same node and e; is the right child.

Example 1. Consider the graph GG and the branch decomposition 7" below: The branch decomposition

€1

a

A e

€2 €3

is linear and represents the ordering (e, e4, €3, €2). Let e be the dashed edge of 7. Removing e from 7'
yields one tree over {e1, e4} and another over {es, es}. Exactly two vertices of G are incident to edges
in both {e1, e4} and {e2, e3}, namely a and ¢, so order(e,T) = 2. <

Definition 3. The branchwidth of graph G, denoted by bw(G), is defined as

bw(G) = min max order(e,T)
T ecE(T)

where ming is over all branch decompositions of G.

Definition 4. The linear branchwidth of graph G, denoted by bw,(G), is defined as

bw(G) = H:}%Zn eengz%) order(e,Ty)

where ming, is over all linear branch decompositions of G.

While it is sometimes convenient to work with branchwidth or linear branchwidth, we nearly always
give our results using the more well-known treewidth or pathwidth. This is justified by the two following
lemmas connecting the four measures, and whose proofs can be found in [HW17, Lemma 12], and in the
master thesis [Norl7, Theorem 6.1], respectively. For the convenience of the reader, we reproduce the
proof of the second lemma .

Lemma 1. Ifbw(G) > 2, then bw(G) — 1 < tw(G) < 2bw(G)
Lemma 2. [f bwy(G) > 2, then bwy(G) — 1 < pw(G) < bwe(G) + 1.

Proof. Removing isolated vertices in the graph does not impact the pathwidth or the linear branchwidth,
so without loss of generality we assume that GG has no such vertices.

First we prove that pw(G) — 1 < bw(G). Assume G has linear branchwidth & and let E(G) =
{e1,...,em}. Let w be a permutation of {1, ..., m}. For i ranging from 1 to m define B; to be the vertex
set containing both vertices of e(;) plus all vertices that are incident to some edge in {eﬂ(l), ey e,r(i)}
and to some edge in {€(i11), - -, €x(m)}. Observe that if there is i’ < i < ¢ such that u is incident to
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€x(i7) and to ey then u is in B;. From the definition of B; we deduce that | B;| < order(i,7) + 2 (the
+2 comes from the vertices of e, (;)) so if By,. .., By, is a path decomposition then its width is at most
max; order(i, ) + 1. We claim that B, ..., By, is a path decomposition. From the first two conditions
and since G has no isolated vertices, we obtain that the union of By, . .., By, equals V(&) and that every
edge e; of G is at least contained in B-1;). Now for the third condition, take 1 <14 < j < k < m and
consider u € B; N By. By definition there are ¢/ < i < " and ¥’ < k < k” such that u is a vertex of
Ex(if)s Ex(i"")s Ex(k'y ad ex (). Since but then 4’ < j < k" holds and therefore u is in B;.

Now we prove the other direction, so bwy(G) < pw(G) + 1. Consider a path decomposition P =
(B1,...,Bn). We construct 7 as follows. Let ¢ = 1 and start with all edges of G unmarked. We visit
the bags in order. When the vertices of an unmarked edge e; are both in the current bag, then set 7(c) to
1, mark e; and increment c. If there are several such edges, we apply an arbitrary tie-breaking and treat all
of them in any order. At the end of the procedure all the edges are marked (since each edge is contained in

some bag), so 7 is permutation of {1,..., m}. Now for each 1 < ¢ < m, let i* be the smallest index of a
bag containing e;. By construction if 771(7) < 7!(j) then i* < j*. Now take 1 < k < m, and let u be
a vertex incident to an edge e; in {ex(1), - - -, €x(r—1(k)) } and to an edge e; in {e (-1 (k)41)s - - - > Ex(m) }-

Since 7 1(i) < 7~ 1(k) < m1(j) we have i* < k* < j*. Moreover, since ¢; C B;= and ¢; C Bj» we
have u € B« N Bj« C Bg-. This shows that order(n~1(k), 7) < |By+|. Soif P is a path decomposition
of width pw(G) the corresponding ordering 7 verifies maxy order(k, ) < pw(G) + 1. O

2 Notions from Propositional Logic

A Boolean variable x is a variable that takes value 1 (true) or O (false). The negated variable T takes
value 1 (resp. 0) when « takes value O (resp. 1). A literal in the variable z is either x or . We often use
the letter £ for literals and ¢, to denote any literal in the variable . We use the usual symbols A, V and
- representing, respectively, the conjunction, disjunction and negation operators. We sometimes use the
* notation to write negation, for instance we may write z Vy =T Ay orT = x.

Truth assignments. Given a set X of Boolean variable, a truth assignment, or just an assignment,
to X is a mapping a from X to {0,1}. An assignment to a strict subset Y of X is called a partial
assignment to X. When X is not specified, we denote by var(a) the set of variables that are given
a value by a (so var(a) = a~'(0) U a~!(1)). Equivalently, an assignment a to X is represented as
a set of literals {/, | + € X} or as aterm A, _yx ¢, such that {, = T if a(z) = 0 and ¢/, = 1 if
a(x) = 1. The set representation allows us to define the empty assignment ay as the unique assignment
to () (whose set representation is thus {}). An assignment a is said to extend the assignment a’ if, using
the set representations of a and a’, we have a’ C a. Given two assignments a and a’ that do not contain
contradicting literals, that is, if £, € a then ly ¢ a’ and vice versa, we denote by a U a’ the assignment
to var(a) U var(a’) whose set representation is the union of the set representations of a and a’. We
denote by {0, 1} the set of all assignments to X. For two assignments a,a’ € {0,1}X, we say that a’
dominates a, written a < o, if a’(x) = 1 for every z € X such that a(z) = 1. We write a < a’ when
a<dadanda #d.

Boolean functions. A Boolean function f over a set of Boolean variables X is a mapping from {0, 1}%
to {0, 1}. Given x a constraint over X (for instance x + y + z > 2 or = € S for some set .S), we denote
by 1, : {0,1}* — {0, 1} the indicator function of that constraint defined by 1,(a) = 1 if and only if a
satisfies x. When X is not specified we write var(f) to denote the set of variables of X. An assignment
a' toY C var(f) satisfies f, or is accepted by f, if f(a) = 1 for every assignment a to var(f) that
extends a’. The assignment o’ falsifies f if f(a) = 0O for every assignment a to var(f) that extends of
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a’. Note that o’ may neither satisfy nor falsify f, but note also that an assignment a to var(f) either
satisfies or falsifies f. An assignment to var(f) that satisfies f is called a model of f. We often write
sat(f) = f~1(1) for the set of models of f. For a partial assignment a, we denote by f|a the Boolean
function over var(f) \ var(a) whose models are exactly the models of f restricted to var(f) \ var(a).
Given a set X C wvar(f) we denote by 3X. [ the function \/ae{071}x fla. Going from f to 3X.f is
called forgetting X from f. A function f is called satisfiable when sat(f) # (), otherwise it is called
unsatisfiable. f is called valid when sat(f) = {0,1}**"(f), that is, when it accepts every assignment
to its variables. Given another function g, we write f |= g when every assignment that satisfies f also
satisfies g. When var(f) = var(g) we may sometimes write f < g for f = g. We write f < g when

f<gand f#g.

Boolean formulas. A Boolean formula over a set of Boolean variables X is any expression F gener-
ated by the grammar £ :=0| 1| ¢ | —~E; | E1 ® - - - ® E}, where ¢ is any literal in a variable in X and
® 1is any associative binary Boolean operator. Note that not every variable of X must appear in a formula
over X. The set of literals appearing in ¢ is denoted by lit(¢). The value of a formula ¢ on an assign-
ment a is the Boolean value (0 or 1) obtained by replacing each occurrence of z (resp. T) in ¢ by a(x)
(resp. 1 — a(z)) and by following the computations given by the expression. Thus each formula over X
is associated with (or computes) the unique Boolean function over X whose models are the assignments
that make the formula evaluate to 1. In this thesis, formulas are often directly seen as Boolean functions.
Given two Boolean formulas ¢ and v over X, we say that ¢ is equivalent to ¢/, denoted by ¢ = 1), when
¢ and ¢ compute the same Boolean function, for instance z A (y V §) = z. We try, as much as possible,
to write ¢ = ¢ only when ¢ and v are the same expression. A term is a formula whose expression is a
conjunction of literals and a clause is a disjunction of literals. A CNF formula is a conjunction of clauses
and a DNF formula is a disjunction of terms. We denote by clause(¢) (resp. term(¢)) the set of clauses
(resp. of terms) of the CNF (resp. DNF) formula ¢. Terms and clauses are equivalently represented by
their respective sets of literals. We define a term (resp. a clause) called the empty term ¢y (resp. the empty
clause cy) whose set of literals is empty and that is equivalent to 1 (resp. to 0).

CNF and DNF formulas are associated with several kind of graphs (and hypergraphs). The primal
graph of a CNF (resp. DNF) formula ¢ is the graph G = (V, E) where V' = {v, | © € var(¢)} and
such that, for every & # y, there is an edge between v,v, is in £ if and only if there is a clause C' of ¢
containing literals for both x and y. The incidence graph of ¢ is a bipartite graph such that the vertices
are V = {v,; | © € var(¢)} on one side and U = {u, | ¢ € clause(¢)} on the other, and such that there
is an edge between v, and u. if and only if x € var(c).

3 Notions on Circuits

3.1 Computational Circuits

Definition 5. A computational circuit, or just a circuit, over a set S is a directed acyclic graph (DAG) G
whose nodes are labelled as followed: for all nodes v of G

e if v has no children, then v is labelled by a constant in S or by a variable taking value in S,
e ifv has m > 0 children, then v is labelled by an operation from S™ to S.

The nodes labelled by variables are the inputs of the circuit. The nodes with no parent are the outputs of
the circuit. A node labelled by an operation op is called an op-node.

12



3. Notions on Circuits
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Figure 1: Computation circuits and underlying graphs.

When a circuit has a single output, the corresponding node is called the roor of the circuit. Let C' be
a circuit whose underlying graph is G. Each node v of C' is the root of a circuit C, whose underlying
DAG is the subgraph of G rooted at v. The set var(C') of variables of C'is the set of variables labelling
nodes of C. We sometimes use the notation var(v) instead of var(C,). The size of C, denoted by |C/|
is the number of edges of the underlying graph.

Assume C' as a single output and let a be an assignment to a superset of var(C'). For every node v
in C we define Cy(a) as follows:

e if v is an input for the variable x then C(a) = a(x),
e if v is labelled by a constant ¢ then Cy,(a) = ¢,

e if v is an op-node with m children vy, . .., vy, then Cy(a) = op(Cy, (a),. .., Cy,, (a)) which we
will often be able to write Cy,(a) = C,, (a) op ...op C,,, (a).

Let r be the root of C'. Then we note C'(a) = C\.(a). We say that C' computes, or represents, the function
that maps every assignment a to var(C') to the value C(a).

Example 2. Figure 1 shows two circuits whose underlying graph is the DAG represented on the left. The
circuit in the middle computes the function z, y — 42 — 32 over Z and the circuit at the right computes
the Boolean function w, z,y, z — (w A y) V (z A —z). <

In this thesis we focus exclusively on circuits that have a single output and represent functions over a
finite number of variables.

A Boolean circuit is a circuit that computes a Boolean function. Any Boolean formula ¢ can be
represented as a Boolean circuit: if ¢ = ¢ or ¢ = 0 or ¢ = 1 then the circuit is a single node labelled by
£,00r1,and if ¢ = ¢1 ® - -+ ® ¢, then the root of the circuit is a k-ary ®-node whose children are the
root of the circuits for ¢q, . .., ¢;. The underlying graph of the resulting Boolean circuit is a tree.

Definition 6. A class C of Boolean circuits is called complete when, for every finite set X of variables
and every Boolean function f over X, there is a circuit C € C computing f. Otherwise C is called
incomplete.

Examples of incomplete classes of circuits include the class of Horn CNF formulas and the class of
k-CNF formulas for any fixed k. In contrast the class of CNF formulas is complete. The following
two sections introduce the classes of circuits NNF, DNNF, d-DNNF, dec-DNNF, str-DNNF, FBDD,
OBDD, DT, nFBDD, nOBDD, SDD, etc. that are all complete.

Definition 7. Let f be a Boolean function and let C be a complete class of Boolean circuits. The C size
of f is the smallest size of a circuit in C computing f.
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In a Boolean circuit made of V-nodes, A-nodes and unary —-nodes, we say that we propagate (away)
the constants when we iteratively apply the following simplifications (in that order) while it is possible:

1) replace every V-node (resp. A-node) whose children are all labelled by O (resp. 1) by a node labelled
by 0 (resp. 1)

2) replace every —-node whose child is labelled by 0 (resp. 1) by a node labelled by 1 (resp. 0)

3) replace every V-node (resp. A-node) that has a child labelled by 1 (resp. 0) by a node labelled by 1
(resp. 0)

4) disconnect the remaining V-nodes (resp. A-nodes) from their children labelled by O (resp. 1)

5) for each V-node (resp. A-node) that has a single child, connect its parents to its child and remove the
node

Once constants have been propagated away, the Boolean circuit is either a single node labelled by 0 or 1,
or it has no node labelled by 0 or 1.

3.2 Classes of Circuits in Negation Normal Form

Definition 8 (Circuits in NNF). A circuit in Negation Normal Form (NNF), is a Boolean circuit whose
internal nodes are restricted to V-, N\-nodes and to unary —-nodes and such that the child of every —-
node is a variable input. Equivalently, circuits in NNF can be seen as computational circuits whose
internal nodes are restricted to binary V-, \-nodes and whose inputs are labelled by literals rather than
variables.

By de Morgan’s laws, every Boolean circuit whose internal nodes are V-, A-, and —-nodes can be
transformed in an equivalent circuit in NNF in polynomial time. We denote by NNF the class of all
circuits in NNF. CNF formulas can be seen as specific circuits in NNF. We denote by CNF the class of
all CNF formulas, thus CNF C NNF.

Definition 9 (Circuits in DNNF [DarO1lal]). A circuit D in Decomposable Negation Normal Form (DNNF),
is a circuit in NNF whose N\-nodes are decomposable, that is, for every A-node with children uy, . . . , Um,
it holds that var(Dy,;) Nwvar(Dy;) = 0 for all i # j.

Definition 10 (Circuits in d-DNNF [DMO2]). A circuit D in Deterministic Decomposable Negation
Normal Form (d-DNNF), is a circuit in DNNF whose V-nodes are deterministic, that is, for every V-
node with children uy, . . . , Uy, it holds that D,,; \ Duj = 0foralli # j.

We denote by DNNF the class of all circuits in DNNF and by d-DNNF the class of all circuits in d-
DNNF. DNF formulas can be seen as specific circuits in DNNF. We denote by DNF the class of all DNF
formulas, thus DNF € DNNF C NNF. In this thesis we often make the assumption that A-nodes and V-
nodes are binary, that is, that they each have exactly two children. This assumption is made without loss
of generality given the following transformation on circuits in NNF: first remove all unary A-nodes and
V-nodes after connecting their respective parents to the unique child, then replace every V-node (resp.
A-node) that has m > 2 children by a succession of binary V-nodes (resp. A-node). The transformation
preserves decomposability and determinism and linearly increases the size of the circuit. So the size of
such a circuit can be seen as its number of nodes up to a constant factor.

Definition 11 (Circuits in str-DNNF [PDO08]). A circuit D in Structured-Decomposable Negation Normal
Form (str-DNNF), is a circuit in DNNF whose N\-nodes have exactly two children and which is equipped
with a pair (T, \) where T is a binary tree whose leaves are in bijection with a superset of var(D), and
where X\ is mapping from the nodes of D to the nodes of T' such that for all node u of D
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(a) A circuit in DNNF (b) A circuit in str-DNNF and its vtree.

Figure 2: Circuits in DNNF and circuits in str-DNNF.

e var(D,) C var(\(u)) holds and,
e ifu is an V-node with children uy, . .., uny, then A(u) = Au1) = -+ = Mup,)

e ifu is an N-node with children v and w, let t = \(u). Either t is a leaf of T labelled by a variable
x and x is the unique variable appearing under u, or t an internal node of T with children t,
and t; there is a node t' under under its first child and a node t" under its second child such that

Av) =t and \(w) = t".

T is called a vtree (variable tree) over X. D is said to respect T, or to be structured by T.

Example 3. Figure 2b shows a circuit in str-DNNF with its vtree. In the circuit shown in the figure, each
literal input is mapped to the leaf of the vtree for the corresponding variable. The mapping of internal
nodes of the circuit to nodes of the circuit is rendered visible by the different boxes.

Figure 2a, on the other hand, shows a circuit in DNNF which is not structured by any vtree. Indeed
assume, towards a contradiction, that the circuit represented is structured by a vtree 7" and let A be the
mapping from the circuit’s nodes to 7”s nodes. Let ¢ be the node of T corresponding to the root node of
the circuit. ¢ can not be a leaf of T" so let ¢y and ¢ be its children. The root of the circuit is a V-node so
its children are also mapped to ¢ by A. Both children of the root are A-nodes. Looking at the A-node at
the right we see that by definition there should be {z,w} C var(t;) and {s,z} C var(t;—;) for some
j € {0,1}. Looking at the A-node at the left we see that by definition there should be {z,y} C var(t;)
and {s,w, z} C var(t;—;) for some i € {0,1}. In the former case = and s are both under ¢( or both
under ¢, in the latter case x and s are not both under ¢ or t1, this is as contradiction, thus the circuit is
not structured by any vtree. <

Given a vtree T over a finite set of variables X, we denote by str-DNNF the class of circuits
in str-DNNF structured by 7'. Note that since X is finite, the circuits in this class can only compute
functions over X or subset of X. Consequently str-DNNF7 contains a finite number of circuits. We
denote str-DNNF = | J,- str-DNNF the class of circuits in DNNF structured by some vtree.

Definition 12 (Circuits in dec-DNNF). A circuit C' in Decision Decomposable Negation Normal Form
(dec-DNNF), is a circuit in DNNF such that every \V/-node has exactly two children that are both A-nodes,
and such for every \/-node u with children v and w, there is a variable x such that a child of v is labelled
by x and a child of w is labelled by T (or vice-versa).

We denote by dec-DNNF the class of all circuits in dec-DNNF. It is readily verified that the V-nodes
of a circuit in dec-DNNF are deterministic, thus dec-DNNF C d-DNNF. The V-nodes of a circuit in
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Figure 3: Circuits in DNNF with decision nodes.

dec-DNNF are always represented by decision nodes, as shown in Figure 3a. A decision node is labelled
by a variable and has two children called the O-child and the 1-child. If v is a decision node labelled by
x, whose 0-child is ug and whose 1-child is u;, then we have that C;, = (T A Cy,) V (z A Cy,). An
example of circuit in dec-DNNF is shown Figure 3b.

Definition 13 (Smooth NNF circuits). An circuit D in NNF is called smooth when, for every \V-node v
of D, calling vy, . .., vy, its children, we have that var(D,) = var(D,,) = -+ = var(D,,,).

Smoothness is a property that can be enforced on any circuit in DNNF, d-DNNF, str-DNNF or dec-
DNNF in polynomial time, see for instance [DMO02] for the case of circuits in DNNF or d-DNNF.

3.3 Classes of Binary Decision Diagrams

Let X be a set of Boolean variables and let S be any set (for instance Y = {0, 1}, or Y = N). A binary
decision diagram, or BDD, over X and with domain Y/, is a directed acyclic graph with the following
properties:

e the circuit has a single node without parent called the root or the source,
e the nodes with no children, called the sinks, are labelled by elements of Y,

e internal nodes are decision nodes labelled by variables in X (as defined above for circuits in dec-
DNNF).

A path from the source to a sink is called a computation path. Let B be a BDD over X and with domain
Y and let a be an assignment to X. We construct a computation path corresponding to a. Start from the
source of B and repeat the following until reaching a sink: if the current node is a decision node u for a
variable x then follow the 0-child of  if a(z) = 0 and follow the 1-child of w if a(x) = 1. We denote
by B(a) the element labelling the sink reached. Note that a computation path may correspond to several
assignments. We say that B computes the function from {0, 1} to Y that maps a € {0,1}* to B(a).

Definition 14 (FBDD). Let X be a finite set of Boolean variables. A free binary decision diagram
(FBDD) over X, is a BDD over X with domain {0,1} where each variable appears at most once on
every computation path.

An example of FBDD is shown Figure 4a. We denote by FBDD the class of all FBDDs. A notable
subclass of FBDD is the class DT of decision trees, that is, FBDDs whose underlying graphs are trees.
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(b) An OBDD with the variable ordering
m(xa) < m(x2) < w(x3) < 7(T1).

(a) An FBDD.

Figure 4: Free BDD and ordered BDD

Definition 15 (OBDD). Let X be a finite set of Boolean variables and let 7 be a bijection from X to
{1,...,|X|}. An m-ordered binary decision diagram (7m-OBDD) over X, is an FBDD over X such that
for each computation path P and for every two decision nodes u and v in P for the variables x,, and x,,
it holds that w(x,,) < 7(xy) if and only if u appears before v in P. We say that the computation path are
consistent with w. When w is not specified, we just called the circuit an OBDD. 7 is called the variable
ordering of the OBDD.

An example of OBDD is shown Figure 4b. We denote by OBDD the class of all OBDDs. For a given
variable-ordering 7 : X — {1,...,|X|}, we denote by 7-OBDD the class of all 7-OBDDs. Since X is
finite, the class 7-OBDD is finite. Rewriting the decision nodes of an OBDD as shown Figure 3a yields
a circuit in dec-DNNF that is structured by a linear vtree, that is, a vtree where every internal node has at
least one child that is a leaf. So OBDD can be seen as a subclass of dec-DNNF N str-DNNF. It is clear
that OBDD C FBDD. 1t is also easily verified that FBDD contains exactly the circuits of dec-DNNF
that have no A-nodes and whose leaves are labelled by 1 or 0. Thus OBDD ¢ FBDD c dec-DNNF C
d-DNNF < DNNF.

Non-deterministic BDDs (nBDDs for short) are BDDs that have unlabelled internal nodes called
“guess nodes” along with decision nodes. A computation path for an assignment a in an nBDD is
defined like a computation path for in a BDD, except that when a guess node is in the path, the following
node is any of its children. Thus there can be several computation path for a. For an nBDD B over X
with domain Y, B(a) denotes the set of elements in Y that can be reached by a computation path for a.
When Y = {0, 1}, B computes the Boolean function over X whose models are the assignments a such
that 1 € B(a).

Definition 16 (nFBDD and nOBDD). An nFBDD is an nBDD with domain {0, 1} where no path contains
two decision nodes labelled by the same variable. An nOBDD is an nFBDD where the order of the
variables along any paths is consistent with a fixed variable ordering.

We call nFBDD the class of nFBDDs and nOBDD the class of nOBDDs. It is easy to see that
OBDD < nOBDD and FBDD < nFBDD. The transformation of FBDDs into circuits in DNNF can
be extended to nFBDDs by replacing simply replacing guess nodes by V-nodes (note that the resulting
circuit in DNNF may not be deterministic). It follows that nNFBDD is a subclass of DNNF.

To finish this section on binary decision diagrams, we present a generalization of OBDDs called
sentential decision diagrams (SDDs for short) and introduced in [Darl1]. Since SDDs are not directly
studied in this thesis we omit their formal definition. SDDs can be interpreted as specific deterministic
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circuits in str-DNNF, so the class SDD of all SDDs can be seen as contained in str-DNNF N d-DNNF.
Several compilers to SDD have been developed, see for instance [CD13, OD15]. It is known that some
functions can only be represented by large OBDDs (OBDDs whose size is exponential in the number
of variables) but have small representations as SDDs (SDDs whose size is polynomial in the number of
variables) [Bov16].

4 Knowledge Compilation

Knowledge compilation is a paradigm for reasoning on a knowledge base that is known in advance and
that may thus be preprocessed during a phase called compilation. In our case the knowledge base is
a function (often a Boolean function). Functions can be represented in different ways, for instance a
Boolean function on finitely many variables can be represented by a circuit in DNNF or by a BDD. We
call language a class of representations for a class of functions. So for each object C' of a language C,
there is a unique interpretation of C' as a function. Furthermore we assume that the size of C, denoted by
|C'| is defined for every C' € C. A compilation from a language C to the language C; is a procedure that,
given the representation of a function in Cy, returns an equivalent representation in Cy (if it exists). Note
that the running time of a compilation from Cy to C; is irrelevant. Cy is called the initial language and Cy
is called the compilation language, or the target language. We will use the classes of circuits and BDDs
defined in the previous section as languages. For instance we will often write “the DNNF language” or
“the SDD language”.

Definition 17. Let C; and Cy be two languages.Cy is called as expressive as Cy if, for every Cy € Co,
there exists Cy € Cy that represents the same function.

Definition 18. Let C1 and Cy be two languages such that Cy is as expressive as Cy. C1 is more succinct
than Cy, denoted by C1y < Cp, when there exists a polynomial p such that, for every Cy € Cy, there exists
Cy € Cy such that |C1| < p(|Co|). Ci is strictly more succinct than Cy, denoted by C; < Co, when
C1 < Cyand Cy £ C1. Cy and Cy are equally succinct, denoted by C1 ~ Cy when when C1 < Cy and
Co <Cy.

Definition 19. Letr C; and Cy be two languages such that Cy is as expressive as Co. A polynomial-size
compilation from Cy to Cy is a computable function ¢ : Cy — Cy such that

e forevery C € Cy, C and ¢(C) represent the same function and
e there exists a polynomial p such that for every C' € Cy we have |c(C)| < p(|C|)

It is readily verified that a polynomial-size compilation from Cy to C; exists only if C; < Cp.

The knowledge compilation map is a framework introduced by Darwiche and Marquis in [DMO2] to
compare compilation languages according to two standards. On the one hand, compilation languages are
pairwise compared in terms of succinctness so that we know which languages are more likely to yield
the smallest compiled forms. On the other hand the languages are compared in terms of their efficiency
for answering queries and performing transformations. Queries aim at extracting valuable information
from the circuit, while transformations aim at modifying the circuit while staying within the language.
Darwiche and Marquis’s map includes eight queries among which satisfiability testing (is the circuit
satisfiable?), model counting (how many models does the circuit have?) and clausal entailment (does
the circuit entails a given clause?). It also includes eight transformations including conditioning (given
a circuit C' in L and an assignment « find a circuit in L computing C'|a) or bounded conjunction (given
two circuits in the language L find another circuit in L that compute their conjunction). A language L is
said to support a query (or a transformation) if there is a polynomial-time algorithm answering that query
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(or performing the transformation) in L. Compilation from an initial language L; to a target language
L, is useful only if certain queries and transformations are easier to perform in L; than in L;. Ideally,
the most important queries and transformations for the user should be supported by the compilation
language, that is, they should be tractable in the language. Several queries and transformations have
studied for several sublanguages of NNF in [DM02]. One of the take-home message of [DMO02] is
that the languages supporting the most queries and transformations are DNNF and its sublanguages
(although other languages distinct from DNNF have since been considered, see e.g. [KLMT13b]). As a
result, in practice, target languages for compiling Boolean functions are sublanguages of DNNF such as
that described in previous sections, see for instance the compilers described in [Dar02a, Dar04, OD15,
LM17].

5 Rectangle Covers for the Analysis of Circuits in DNNF

5.1 Rectangle Covers

Definition 20. Ler X be a finite set of variables. A bipartition of X, or just a partition, is a pair (X1, X2)
such that X1 U Xo = X and X1 N Xo = (). The partition is called balanced when |)3(7\ <X < @
and%| <Xy < @

We often talk of a balanced partition when it is clear from context that it is a balanced bipartition.

Definition 21. Let X be a finite set of Boolean variables and let 11 = (X1, X3) be a partition of X. A
set of S assignments to X is called a (combinatorial) rectangle with respect to 11 when there are a set A
of assignments to X1 and a set B of assignments to Xy such that S = {aUb|a € A,b€ B} := Ax B.

Every set of assignments S to X can be seen as a rectangle for the trivial partition (X, ) with A = S
and B = {agy}. But we will not be interested in such rectangles.

Another way to look at rectangles is as Boolean functions. A rectangle r with respect to a partition
(X1, X3) of x is then a Boolean function 7(X) = p;(X1) A pa(X2) where p1 : {0,1}%1 — {0,1}
and p : {0,1}*2 — {0,1} two Boolean functions over X; and X respectively. The link between this
definition and that in terms of sets of assignments is made setting A := p;'(1) and B := p; '(1). We
mostly see rectangles as functions in this thesis.

The name “rectangle” is better understood using a matrix representation. Let r(X) = p1(X1) A
p2(X20 and let M, be the matrix whose columns are indexed by all assignments to X; and whose rows
are indexed by all assignments to X» and such that the entry of M, at column a; and row a9 is 1 if
pi(a1) = 1and pa(az) = 1, and 0 otherwise. Then there are ways to order the rows and columns of Mg
such that the 1s of My form a rectangle submatrix in Mp.

Example 4. Let X = {z1, 22, 23,24, x5} and consider the partition IT = ({x1, 2, x3}, {x4,25}) =
(X1, X2) of X. Let A be the set that contains exactly the assignments to {x1, z2, 23} that map at least
two variables to 1 and let B be the set that contains exactly the assignments to {x4, x5} that map at least
one variable to 1. Then A x B is a rectangle with respect to 7. The function representation of A X B is

r= IL[Il-l—:m-&-msz?] A IL[1ﬂ4-|-=70521]'
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A possible matrix M, is the one above, where the rectangle submatrix of 1s has been made visible. <«

Definition 22. Let X be a finite set of Boolean variables and let f : {0,1}* — {0,1}. A rectangle
cover of f is a set of rectangles {ri,...,rn}, possibly with respect to different bipartitions of X, such
that f~Y(1) =71 U---Ury (or f =71V ---V v when the rectangles are seen as Boolean functions).
A rectangle cover of f is called balanced when all rectangles of the cover are with respect with,
possibly different, balanced partitions of X.
The size of a rectangle cover is the number of rectangles in the cover.

Example 5. Let majs be the Boolean function over {x1,x2,z3, 24,25} that maps to 1 exactly the
assignments to {x1, x9, x3, x4, x5} that set at least three variables to 1. Consider the balanced partition
II = ({z1, 22,23}, {za,25}). For 1 < i < 3, let A; be the set of assignments to {x1, 2, z3} such that
at least 4 — ¢ variables are set to 1, and let B; be the set of assignments to {x4, x5} such that at least i — 1
variables are set to 1. Then A; x Bj, As X By and A3 x Bs are rectangles with respect to II whose
equivalent representations as Boolean functions are, respectively:

"1 = Lay 42y tas=3]
T2 = 1[m1+x2+x322} A 1[3”4+x521]
r3 = 1[m1+x2+$321} A 1[964-1-38522]

It is easy to see that majs (1, x2, T3, T4, 25) = 71 V1oV rs, so {ri,r2,rs} is a balanced rectangle cover
of majs. The size of the cover is 3. In this example the rectangles in the cover respect the same variable
partition. <

Balanced rectangle covers exist for every Boolean function. To see this, let a be an assignment to
X, and 1, : {0,1}*X — {0,1} be the Boolean function that maps a to 1 and every other assignment to
0. It is easy to represent 1, as a rectangle with respect to any partition (X1, Xo) of X. Simply let a;
and as be the restriction of a to X; and X, respectively and there is 1,(X) = 1,,(X1) A 14, (X2),
so 1, is a rectangle with respect to (X, X2). This holds regardless of a and of the partition (X7, X2).
Consequently for any function f : {0, 1}X — {0,1}, {1, | @ € f~!(1)} is a balanced rectangle cover
of f. Thus the following definition is sound:

Definition 23. Let X be a finite set of Boolean variables and let f : {0,1}* — {0,1}. The minimum
number of rectangles in a balanced rectangle cover of f is denoted by R(f).

Since there is at least one balanced rectangle cover for every function, R( f) is well-defined for every
f. The restriction to balanced rectangle cover is important. Lifting this restriction would allow rectangle
with respect to trivial partitions, that are clearly not balanced, and therefore yields R(f) = 1 for every f.

Example 6. We show that R(majs) = 3. For this example we denote by w(a) = |a~1(1)| the weight of
a. The minimal models of a monotone function are the satisfying assignments such that re-assigning to
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1 a variable previously set to 0 yields a falsifying assignment. In the case of majs, the minimal models
are the assignments of weight 3. Let r be a rectangle with respect to a balanced partition (X7, X3)
such that 7 < majs. Without loss of generality, we may assume that |X;| = 3 and |X2| = 2. Let a
and b be minimal models of majs such that r(a) = r(b) = 1. Let aj, b; be their restrictions to X
and az, by be their restrictions to X. Note that w(aq),w(b1), w(az),w(bs) < 3. If w(ay) # w(by), say
w(a1) < w(by), since r is arectangle we have r(a1Ubs) = 1, but w(a;Uby) = w(a1)+w(b2) = w(a1)+
3 —w(by) < 3 so r would accept an assignment falsifying majs. Thus for r, there exists &k, € {1,2, 3}
such that 7 accepts only the minimal models of majs such that w(a1) = k, and w(az) = 3 — k,. If
k, = 1 then r accepts at most three minimal models, if k£, = 2 then r accepts at most six minimal models
and if k. = 3 then r accepts at most one minimal model.

Now assume majs = r V 1’/ where 1’ as another rectangle with respect to a balanced partition
(X1, X}%). Without loss of generality we assume that |X{| = 3 and that | X}| = 2. The number of
minimal models of majs accepted by r V r’ is at most that accepted by r plus that accepted by r’.
Since there are ten such models and since  and 7’ can each accept more than 5 minimal models only if
k, = k,» = 2, the only way for all ten minimal models of majs to be accepted by V' isif k, = k,» = 2.
We consider three cases.

o If [ X1 NX ﬂ =3then X7 = X { Thus 7 and " can only accept all six same minimal models,
which is not enough.

e If | X7 N X{| = 2 then let a be the assignment that sets the variables of X; N X/ to 0 and all other
variables to 1. Then a is a minimal model of majs but a is accepted by neither r nor r’ as its
weight restricted to X; or X { is fewer than 2.

e If | X1NX]| = 1 then let a be the assignment that set all variables in X to 1 and all other variables
to 0. Then a is a minimal model of majs but a is not accepted by r since it has weight 3 on X
instead of 2, and it is not accepted by r since it has weight 1 on X7 instead of 2.

So in all three cases (| X1NX{| = 0 is not possible) we reach a contradiction. This shows that R(majs) >
2. Example 5 shows a balanced rectangle cover of majs of size 3, thus R(majs) = 3. <

Two rectangles r and r’ over X, potentially with respect to different partitions, are called disjoint
when r A v/ = 0 (or, equivalently, when N7/ = () when the rectangles are seen as sets of assignments).
Given two distinct assignments a and o’ to X, it is clear that the rectangle corresponding to 1, and
the rectangle corresponding to 1, are disjoint. The set {1, | a € f~!(1)} can be seen as a balanced
rectangle cover of f whose rectangles are pairwise disjoint.

Definition 24. Let X be a finite set of Boolean variables and let f : {0,1}* — {0, 1}.

o The minimum number of rectangles in a balanced rectangle cover of f whose rectangles are pair-
wise disjoint is denoted by Ry(f).

o The minimum number of rectangles in a balanced rectangle cover of f whose rectangles are all
with respect to the partition 11 is denoted by Ryi(f).

o The minimum number of rectangles in a balanced rectangle cover of f whose rectangles are pair-
wise disjoint and all respect the partition 11 is denoted by R 11(f).

It is readily verified that R(f) < Ry4(f) < Rqmn(f) and that R(f) < Ru(f) < Rqmn(f) for every
balanced partition II.
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Example 7. The rectangles of the cover for majs; shown in Example 5 are not pairwise disjoint. For
instance the assignment that set all variables to 1 is accepted by 71 = 13, 4,4 45=3], and by 7o =
Vi) aotas>2) A Lzgyas>1), and by rs = L1p 4 on 1 25>1] A Lz 25 >2]- However the rectangles can easily
be modified in a way that render them pairwise disjoint. Indeed consider the following three rectangles
with respect to the balanced partition IT = ({z1, z2, x3}, {z4, z5}):

rp = Voo +as=3)
7’/2 = ]1[361+CL‘2+903=2] A ]l[x4+1‘521]
13 = Lzytagtaa=1) A Lzgtas>2)

It is easy to see that majs = 1 V15 V4 and that the three rectangles are pairwise disjoint. Since we have
shown in Example 6 that R(majs) = 3, it follows that R4(majs) = 3. Since the three rectangles are
with respect to the same partition II, we also have that R(majs) = Ri(majs) = Rqm(majs) =3. <

5.2 Proof Trees

In the next section we will recap known relationships between the size of the smallest rectangle cover
of a function and the DNNF, d-DNNF and str-DNNF sizes of that function. We provide the necessary
background by introducing the concept of proof trees.

Definition 25. Let D be a circuit in DNNF where constants have been propagated away. Let G be the
underlying DAG of D and assume G has a single node with no ancestor called the root of G (or the root
of D). A proof tree T of D is any subcircuit of D for a subgraph G’ of G constructed as follows. First
G’ contains only the root of G. Next, while there exists a node u € V(G) NV (G') that has children in
G but no children in G’

e ifuis a A-node, then for every child v of uw in G, add v to V(G') and wv to E(G')
e ifu is a V-node, then choose one child v of u in G, add v to V(G") and uv to E(G’)
As the name indicates, the proof trees of a circuit in DNNF are Boolean circuits shaped like trees.

Lemma 3. Let D be a circuit in DNNF where constants have been propagated away and that has a
single root. Let T be a proof tree of D. Then the underlying graph of T is a tree whose edges are
directed from the root to the leafs.

Let T be a proof tree of D. Every node u of T is also a node of D, but not all parents and children
of w in D appear T'. Since proof trees are circuits in NNF, the notations var(T') and lit(T") are well-
defined. Recall that 7T, is the subcircuit of 7' rooted at u. It is readily verified that, if a node u of a circuit
D in DNNF is also a node of the proof tree T" of D, then T, is a proof tree of D,,. It is also clear that
var(T) C var(D), thus proof trees of a circuit in DNNF are also circuits in DNNF.

Lemma 4. Let D be a circuit in DNNF where constants have been propagated away and that has a
single root. Any proof tree of D computes a single term over var(D). Moreover if D is smooth, then
for every proof tree T of D we have var(T) = var(D) so T computes a term that accepts a single
assignment to var(D).

Lemma 5. Let D be a circuit in DNNF where constants have been propagated away and that has a
single root. Let T, ..., Ty be all the proof trees of D then D =TV -- -V Tk.
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Figure 5: Proof trees of a circuit in DNNF.
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Figure 6: A proof tree and its underlying vtree.

Example 8. The circuit in DNNF represented Figure 2a has three proof trees that are represented in
Figure 5. The proof tree on the left computes the term x Ay AW A s, the proof tree on the middle computes
the term z Ay A z Aw, and the proof proof on the right computes the term 2 Aw A's AZ. Thus the circuit in
DNNF represented Figure 2a computes the function (t AyAWAs)V (x AyAzAw)V (zAWASAT). <

The definition of proof trees clearly applies to circuits in DNNF respecting additional properties like
determinism for circuits in d-DNNF and structured decomposability for circuits in str-DNNF. The sets of
proof trees generated from circuits in d-DNNF or str-DNNF have additional properties that we describe
now.

Lemma 6. Let D be a circuit in d-DNNF where constants have been propagated away and that has a
single root. Let T and T' be distinct proof trees of D, then T N'T' = 0.

Recall that proof trees of a circuit in DNNF are circuits in DNNF. Since it holds that var(T,) C
var(D,,) for every node u appearing in a proof tree 7' of D, if D is structured by a vtree then 7" is
structured by the same vtree.

Lemma 7. Let D be a circuit in str-DNNF. Let T be proof tree of D, then T is structured by the same
vtree as D.
5.3 Lower Bounds on the DNNF Size from Rectangle Covers

Proof trees can be gathered into rectangles so as to establish a bound between R(f) and DNNF size of
f. The bound in question is proved in [BCMS16].

Lemma 8. [BCMSI16] Let D be a circuit in DNNF. For v a A-node in D, let sat(D,v) be the set of
assignments to var(D) such that a € sat(D,v) if and only if a satisfies some proof tree of D contain-
ing v. Then sat(D,v) is a rectangle with respect to the partition (var(D,),var(D) \ var(D,)) and
sat(D,v) C sat(D).
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Theorem 1. [BCMS16] Let D be a smooth circuit in DNNF, then R(D) < |D|.

The idea of the proof is essentially to find a node v in D such that (var(D,),var(D) \ var(D,)) is
a balanced partition of var (D), to add the rectangle sat(D, v) given by Lemma 8 to the cover, to delete
v from D, and to repeat the procedure until D is empty. Removing v from D only remove models of D
that have already been added to the cover via the rectangle sat(D,v), in addition, removing v prevents
from choosing a node twice in the procedure. If D is a smooth circuit in d-DNNF, then removing v also
ensures that the next rectangles in the cover will be disjoint from the ones already in it, thus:

Theorem 2. [BCMS16] Let D be a smooth circuit in d-DNNF, then Ry(D) < |D|.

Finally, if D is a smooth circuit in str-DNNF respecting some vtree, one can show that the node
chosen at every iteration of the procedure can be selected so that it always corresponds to the same node
in the vtree. This ensures that the partition (var(D,),var(D) \ var(D,)) is consistent throughout the
procedure. One can show the following in consequence:

Theorem 3. Let D be a smooth circuit in str-DNNEF, then Ryi(D) < |D| for I1 some balanced partition.

6 Tseitin Formulas

Tseitin formulas are CNF formulas representing systems of parity constraints structured by a graph G =
(V,E). The graph is equipped with a function ¢ : V' — {0, 1} which assigns charges 0 or 1 to its
vertices. Each edge e of G is associated to a Boolean variable x.. Given a set £/ C E, we write
Xpr = {ze | e € E'}. The Tseitin formula encodes the fact that, if we only keep in G the edges whose
variables are given value 1, then all vertices with charge 1 have an odd degree and all vertices with charge
0 have an even degree. More formally let x, (G, ¢) be the constraint

Xo(G, ) Z Te = c(v) mod 2

e€Eq(v)

Note that, if E(v) = (), that is, v is an isolated vertex in G, then x, (G, ¢) is simply the constraint
0 = ¢(v). The Tseitin formula T'(G, ¢) is a CNF formula that computes A .y xv(G, ¢). Each x,, (G, c)
is turned into a CNF formula F, (G, ¢) as follows. Assume F(v) is not empty, then F, (G, ¢) is a CNF
formula on variables X,y composed of 2l E(W)I=1 = gdeg(v)—1 ¢lauses of size deg(v). In the case when
E(v) = (), then either ¢(v) = 0 in which case F,(G, ¢) is empty (thus valid), or ¢(v) = 1 in which
case F, (G, c) contains only the empty clause (thus is unsatisfiable). The Tseitin formula over G for the
charge function c is the CNF formula

T(G,e) = J\ Fo(G,c)

veV

For convenience we often write only 7'(G), X, or F,.

Forv € Vlet1, : V. — {0,1} be the function mapping v to 1 and all other vertices to 0. The
complement parity constraint to x, (G, ¢) is x,(G, c+ 1, mod 2), which we write x, (G, c¢) for conve-
nience.

We use the notation clause(x. (G, ¢)) = clause(Fy(G, c). Thus clause(T (G, ¢)) = U,ey () clause(xy (G, c)).

Example 9. Let GG be the graph
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where charges are indicated by the color code: gray vertices all have charge 0 and white vertices all have
charge 1. We have:

Xu:T+y=0 mod 2

Xw:Y+2z=1 mod 2

Xvo:T+2z=1 mod 2

Fu=@Vy) A(zVy)

Fo=(yVz)AGVe)

F,=(xV2)A(ZVZ)

TG)=@Vy)A(zVY AYyVz)AGVE)A(xV2)A(TVZ)

<

There is a simple criterion for the satisfiability of Tseitin formulas and a simple expression to compute
their number of models.

Lemma 9. [Urq87] T'(G, c) is satisfiable if and only if ) i, c(v) = 0 mod 2 holds for all connected
components G' = (U, E') of G.

Lemma 10. [GI17] Let K be the number of connected components of G. If T(G, c) is satisfiable, then
it has 2=V @K models.

Example 10. In Example 9, the graph G has three vertices u, v and w, three edges corresponding to the
variables z, y and z, and only one connected component. There is c(u) + ¢(v) + ¢(w) =2 =0 mod 2,
so T(G, c) has 2373+1 = 2 satisfying assignments. One can verify that these assignments are {Z,7, 2}
and {z,y,z}. <

After conditioning a Tseitin formula 7'(G, ¢) on a partial assignment a to its variables, the resulting
CNF formula is also a Tseitin formula. Let £, C E(G) be the set of edges corresponding to the variables
assigned by a and define G, = (V(G), E(G) \ E,). Let E,(v) = E, N E(v) and let ¢ : V(G) \ V, —
{0, 1} be the following charge function:

¢q(v) = ¢(v) if the number of edges of E,(v) whose variables are assigned value 1 by a is even,
co(v) =c(v)+1 mod 2 otherwise

Note that £, N E(v) may be empty (then c¢,(v) = ¢(v)). F,(G,c) encodes the solution to x,(G,c) :

> ecB(w) Te = ¢(v) mod 2so0 F, (G, ¢)|a encodes the solution to 3 . g, g, (v) Te = (V) =2 cep, (v) @(Te) =
¢q(v) mod 2, which is exactly the constraint y,(Gq, ¢, ). Thus we have that

T(G,c)la=T(Gq,cq)-

This is not just an logical equivalence but a syntactic equality: 7'(G, ¢)|a and T (G, c,) contains exactly
the same clauses (modulo the removal of duplicate clauses in each formula). Especially if there is a vertex
v such that E(v) C E,, then either a falsifies x, (G, ¢), in which case the empty clause is in T'(Gq, ¢q),
or a satisfies x, (G, c¢), in which case removing v from G, has no impact on the above equality. A
particularly interesting case occurs when G is connected and E, is an edge separator of G.
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Lemma 11. Let G be a connected graph and let T (G, c) be a Tseitin formula. Let (A, B) be a partition
of V(G) such that both G|A] and G|B] are connected. Let a be an assignment to {z. | e € E(A, B)}.
Then there are two charge functions ¢2 : A — {0,1} and c2 : B — {0, 1} such that

T(G,)la = T(GIA], ) A T(GIB], &)

a

IfT(G,c) is unsatisfiable, then either T(G[A], c2) or T(G[B], c2) is unsatisfiable, but not both. More-

over the parity of a characterizes which of the two subformulas is satisfiable, i.e., there is I' € {A, B}
such that T(G[T'], cl) is satisfiable if and only if a assigns an odd number of variables to 1.

rra

Given a Tseitin formula 7'(G, ¢), the primal graph of the formula is easily obtained from G. One
just has to start from isolated vertices corresponding to var(T'(G, c)), and for each vertex v € V(G),
to connect the vertices corresponding to the variables var(,) in a clique. Thus there is the following
relation between the primal treewidth of T'(G, ¢) and tw(G).

Lemma 12. Let T'(G, ¢) be a Tseitin formula whose underlying graph G has maximum degree bounded
by A, then the primal treewidth of T'(G, c) is at most tw(G) x A.

Proof. We use a tree decomposition of G' to construct a tree decomposition of the primal graph G, of
T(G,c).

Let T be a tree decomposition of G. For v € V(G) recall that |var(x,)| = |E(v)] < A and that
the CNF encoding F), of Y, is made of 2lvar(xv)I=1 ¢lauses that contain each all variables of Xv. We
define B} := J,cp, var(xv). We claim that the tree 7" which is a clone of 7" except that every node ¢
associated with By in T is now associated with B; in 1", is a tree decomposition of G,,.

First, we have that U, B} = U,y (q) var(xv) = var(T(G, c)) = V(Gy).

Second, let x and y be variables connected by an edge in G,. Then there is a clause C' such that
z,y € var(C). C belongs to clause(F;,) for some vertex v € V(G). But then var(C) = var(x,) and
x and y appear together in any Bj such that v € B;.

Third, we show that for every x, the subgraph of 7" restricted to nodes ¢ such that x € Bj is con-
nected. Recall that x corresponds to an edge uv € E(G) and that the constraints whose sets of variable
contain x are exactly x,, and x,. So{t | z € B;} = {t | u € By} U{t | v € B}. Since T is
a tree decomposition of 7', restricting 7" to nodes {t | u € B} yields a connected subtree T;,. And
restricting 7" to nodes {¢ | v € By} yields another connected subtree 7;,. Moreover, since uv € E(G),
the intersection {¢ | u € Bi} N {t | v € By} is not empty. So T}, , obtained 7" by restricting to nodes
{t|ue B} U{t|v e B} isaconnected subtree of T'. Restricting 7” to the nodes {¢ | z € B;} yields
a connected subtree isomorphic to 77, .

So 7" is a tree decomposition of G, and by construction its width is

Bl < Z < By x A
max | By| < max 2 [var (xv)| < max|By| x
v t
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Chapter 1

Lower Bounds on the DNNF Size of
Specific Functions

A complete language L in which barely any function has a small representation is intuitively a poor
choice of compilation language, even if it supports many transformations and queries in polynomial-
time. Thus the existence of classes of “interesting” functions whose L size is polynomial in the number
of variables is an argument to champion L as a compilation language. Classes of functions whose L
size is not polynomial are equally important as they allow us to compare L to other languages in terms
of succinctness. In this chapter we present new lower bounds on the DNNF size of specific Boolean
functions. We will first show that the DNNF size of functions representing pseudo-Boolean inequalities
can be exponential in the number of variables, thus showing an exponential separation between the
language DNNF and the (incomplete) language of pseudo-Boolean inequalities. In a second contribution
we show that the DNNF size of satisfiable Tseitin formulas — CNF formulas representing systems of
parity constraints structured by a graph — is exponential in the treewidth of the underlying graph when
the maximum degree of the graph is bounded by a constant. This lower bound is the basis of other
contributions of this thesis shown in later chapters.

We begin this chapter by a section where we review what is known on compilation to DNNF and
also position our contributions vis-a-vis the state-of-the-art. In the second section we prove our first
contribution on the exponential separation between DNNF and the language of pseudo-Boolean inequal-
ities. In the third and last section, we prove our parameterized lower bound on the DNNF size of Tseitin
formulas.

1.1 The State of Compilation to DNNF and sublanguages

The oldest negative result regarding compilation to DNNF indirectly appears in the seminal work of
Selman and Kautz on knowledge compilation [SK91, SK96]. They show that there exist no languages
that both support polynomial-time clausal entailment and allow polynomial-size compilation of Boolean
formulas unless NP = P /poly (consequently, unless the polynomial hierarchy collapses at the second
level). This applies to DNNF as the language supports linear-time clausal entailment. Since then, uncon-
ditional separations have been shown for the compilation from several languages to DNNF, including
an exponential separation between monotone 2-CNF formulas and circuits in DNNF [BCMS14, Cap16].
Nevertheless, the many interesting properties of DNNF and of its sublanguages encourage the knowl-
edge compilation community to develop compilers to DNNF (and to its sublanguages), see for in-
stance [Dar02a, HD04, PD10, OD15, LM17]. The general idea is that the benefits of compiling are
such that, one may as well try to compile a given instance with the hope that a compiled form of reason-
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able size exists (and sometimes it does!). In parallel to the development of new compilers, another line
of research aims to characterize Boolean functions that have small DNNF size, or small L size, for L a
sublanguage of DNNF. A first objective of this research is to determine parameters of Boolean functions
that can be used in lower bounds and (or) upper bounds on the L size. In a slightly different direction, one
can focus on particular classes of Boolean functions and formulas and identify, first whether all functions
of the class have polynomial-size compiled form in L, and second what parameters characterize the L
size of these functions (so just like before, but restricted to particular classes of functions). We briefly
summarize the progress that has been made in these two directions. But first, we recall the upper bound
on the DNNF size of CNF formulas that has fuelled a lot of the research on the DNNF size of general
and selected Boolean functions.

DNNF size of CNF formulas and treewidth. The language DNNF has been introduced by Dar-
wiche [Dar0Ola] along with algorithms to compile CNF formulas to DNNF. One of the arguments in-
voked by Darwiche to champion DNNF as a target language for knowledge compilation was that every
CNF formula whose primal treewidth is bounded can be compiled in polynomial time in DNNF. More
precisely, given a CNF formula ¢ and a dtree (decomposition tree) of ¢ of width w, there is an algorithm
that compiles ¢ in DNNF that takes O(|var(¢)|w2™) time and space. A dtree of ¢ is a rooted binary tree
whose leaves are in bijection with the clauses of ¢ and whose width, whose formal definition we omit,
essentially measures how well the bipartitions of the clauses of ¢ induced at the dtree nodes separate the
variables. Given a tree decomposition 7" of the primal graph of ¢, one can construct in linear time a dtree
whose width is at most the width of T'. Since finding a tree decomposition of a graph is fixed-parameter
tractable in the treewidth of the graph [Bod96], it follows that compiling a CNF formula to DNNF is also
fixed-parameter tractable in the primal treewidth of the formula. The compilation algorithms in [DarO1a]
actually generate circuits in d-DNNF, so the upper bound holds for the d-DNNF language as well. With
the introduction of new sublanguages of d-DNNF like SDD, it was shown that for every CNF formula ¢
there exists an SDD of size O(|var(¢)|2¢»(%)) that computes ¢, where tw,(¢) is the primal treewidth of
¢ [Darl1]. As aside note, if we restrict the target language to OBDD — which is a sublanguage of SDD —
then there exists an OBDD equivalent to ¢ of size O(|var(¢)|2P*»(?)), where pw,(¢) is the primal path-
width of ¢. Compared to the upper bound for SDDs, it is known that pw(G) = O(log(|V (G)])tw(G))
for every graph G [Bod98], so we have O(|var(¢)|2P*»(?)) = O(|var(¢)|twr(®+1).

DNNF size of every Boolean functions. Since every Boolean functions over a set of variables X can
be represented by a CNF formula over X, the SDD size of any function is at most exponential in the
smallest primal treewidth of a CNF formula representing the function. This upper bound is loose. For
instance ¢ = x1 V --- V x, has primal treewidth n — 1 but is trivial to represent by small circuits in
DNNF or d-DNNF, and by small SDDs and OBDDs. To remedy this problem, one can modify the upper
bound so that it holds for incidence treewidth, but the resulting upper bound would still be too loose as
there are CNF formulas that have large incidence treewidth but small DNNF size (unsatisfiable formulas
for instance). In the same vein, other width measures for CNF formulas that generalizes treewidth, such
as subterm width [BS17b] or PS-width [STV14, Cap16] have been introduced to find upper bound on the
L size, for different sublanguages L of DNNF, where the dependence in the measure is again at most
single exponential (so in 2 where a is the measure). To avoid the requirement that the function is given
as a CNF formula, we turn to the notion of expression treewidth (resp. pathwidth) introduced by Jha and
Suciu [JS12], and later called circuit treewidth (resp. pathwidth) [RP13, BS17a]. The circuit treewidth
ctw(f) (resp. pathwidth cpw(f)) of a Boolean function f is the minimum treewidth (resp. pathwidth)
over all Boolean circuits that compute f using only binary nodes and unary —-nodes, and where each
variables labels at most one leaf. By treewidth (resp. pathwidth) of a Boolean circuit, we mean the
treewidth (resp. pathwidth) of its underlying DAG. The circuit treewidth (resp. pathwidth) of a CNF
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formula is upper-bounded by its incidence treewidth (resp. pathwidth), and thus by its primal treewidth
(resp. pathwidth). Moreover the circuit treewidth (resp. pathwidth) of an unsatisfiable formula is triv-
ially 1. Jha and Suciu showed that the OBDD size of a Boolean function f on n variables is bounded
by nC(cw()) and by O(g(cpw(f))poly(n)) where g(k) is doubly exponential in k. The upper bound
for circuit treewidth is completed by an n2(¢®“(/)) Jower bound by Razgon [Raz14]. As for circuit path-
width, Jha and Suciu showed that OBDDs of width & compute functions of circuit pathwidth O(k), thus
proving that a function has OBDD size linear in its number of variables if and only if its circuit path-
width is bounded by a constant. Bova and Szeider have shown that a similar connection exists between
the SDD size and circuit treewidth: a function has SDD size linear in its number of variables if and only
if its circuit treewidth is bounded by a constant [BS17a]. More formally they show that the SDD size of
a Boolean function f on n variables is at most O(g(ctw(f))poly(n)) where g(k) is triple exponential in

k (so in 222k), and that every Boolean function of SDD width & has circuit treewidth O(k). The triple
exponential dependence on circuit treewidth in the upper bound could be quite loose. Amarilli et al.
have shown that the d-str-DNNF size of f is O(g(ctw(f))poly(n)) where f is single exponential and
d-str-DNNF = str-DNNF N d-DNNF is a language that contains SDD, so the upper bound for SDD
size can perhaps be improved [ACMS20].

DNNF size of selected Boolean functions. Research has also focused on particular classes of formu-
las, not necessarily complete, to prove sharp lower bounds on their L size. This is the case for several
classes of “graph-based” CNF formulas. We can define such formulas as being (almost) completely de-
termined by one of their underlying graphs (primal graph, incidence graph, etc.) or hypergraphs. For
instance, Bova and Slivovsky [BS17b] and Razgon [Raz21] looked at the class of monotone 2-CNF
formulas, that are completely determined by their underlying hypergraphs (which are actually graphs).
Bova and Slivosky show that the OBDD size of such formulas is at least single exponential in their sub-
term width, while Razgon shows that it is at least single exponential in another parameter that he called
linear upper maximum induced matching width. Instead of introducing new width parameters, Amar-
illi et al. proved several lower bounds on the L size of general monotone CNF formulas, for different
sublanguages L of DNNF, using only the treewidth, the degree and the arity of their underlying hyper-
graph [ACMS20]. Their result matches the upper bound of [Darl1] when the arity and the degree are
bounded by a constant. For other classes of CNF formulas, positive compilability results could even be
found. Of course by [Darl1] we already have one such class with CNF formulas of bounded treewidth.
But we can give other examples! For instance the class of CNF formulas whose underlying hypergraph
is B-acyclic has polynomial size compilation to dec-DNNF [Cap16], and the class of OCNF (ordered
CNF) and the more general class of variable-convex CNF formulas have polynomial-time compilations
to OBDD [CBLMO5, BS17b].

Contributions. We show new exponential lower bounds on the DNNF size of specific Boolean functions.
First we consider pseudo-Boolean constraints in the form wyxy + - - - + wpxy, > 6 where x1, ..., 2,
are 0/1 Boolean variables, w1, . . . , w,, are real-valued weights and @ is a real-valued threshold. We find
a class of pseudo-Boolean constraints whose DNNF size is exponential in y/n. This result generalizes
a result of Hosaka et al. [HTKY97] on the OBDD size of specific pseudo-Boolean constraints (since
circuits in DNNF can be exponentially smaller than equivalent OBDDs but not the converse), and a
result of Le Berre et al. [LMMW 18] on sets of pseudo-Boolean constraints such that the whole set (so
a conjunction of constraints) has exponential DNNF size. We note that the pseudo-Boolean constraints
used in our results do not seem easy to represent as CNF formulas without additional encoding variables,
so our result is one of the few on the compilation to DNNF of functions not represented as CNF formulas.
This first contribution has been presented by the author in [dC20]. Our second contribution concerns
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specific formulas called Tseitin formulas. These formulas have been introduced in the preliminaries,
we simply recall here that they represent systems of parity constraints structured by simple undirected
graphs (the edges are the variables and each vertex corresponds to a parity constraints). We show that
satisfiable Tseitin formulas whose graphs have bounded degree have DNNF size polynomial in n, the
number of variables, if and only if the treewidth of the graph is at most O(log(n)). Later in this thesis
we will show two applications of this result. For now we only mention that our result contrasts with the
state-of-the-art in that it is, to the best of our knowledge, the only characterization of the DNNF size
of non-monotone graph-based CNF formulas. This second contribution appears in the paper [dCM21a]
co-authored with Stefan Mengel.

1.2 Pseudo-Boolean Constraints that have Exponential DNNF Size

Many types of constraints are easily compilable to DNNF and to its sublanguages. For instance it is
easy to find an OBDD computing a clause, a term, a parity constraint (i.e., a constraint of the form
r1+--+x,=0 mod2orz; +---4+x, =1 mod 2) or a cardinality constraint (i.e., a constraint of
the form 1 + - - - +x, > k). One is often interested in compiling Boolean functions given as systems of
constraints, like CNF formulas, that are systems of clauses. But in some situations, one needs to compile
constraints of the system individually. One setting where this happens is when one tries to compile
a system of constraint in a bottom-up manner, that is, one first compiles each constraint individually
in the target language — in practice the languages SDD or OBDD - and successively aggregates the
compiled form of the constraints by means of a procedure called the Apply procedure, until computing
a circuit in the target language that computes the whole system, see Example 22 in Chapter of a bottom-
up compilation of a CNF formula to OBDD. Another situation that involves compiling single constraints
arises when trying to solve a constraint satisfaction problem by translating the constraints into a CNF
formula and feeding it to a SAT solver. Two major considerations here are the size of the CNF encoding
and its propagation strength. One wants, on the one hand, to avoid the size of the encoding to explode, and
on the other hand, to guarantee a good behaviour of the SAT instance under unit propagation — a technique
at the very core of SAT solving. Desired propagation strength properties are, for instance, generalized
arc consistency (GAC) [Bac07] or propagation completeness (PC) [BM12]. Several encodings follow the
same two-step method: first, each constraint is compiled to BDD or DNNF. Second, the compiled forms
are turned into CNF formulas using different transformations depending on the propagation strength
wanted for the formula [AGMS16, KS19]. For both bottom-up compilation and for obtaining good
constraint encodings, it is key that the size of the circuit in DNNF representing the constraint be of
reasonable size. In this section we show that it is not the case for pseudo-Boolean constraints. It is worth
mentioning that there are GAC encodings of pseudo-Boolean constraints into polynomial size CNFs that
do not follow the two-step method [BBR09]. However no similar result is known for PC encodings.
PC encodings are more restrictive that GAC encodings and may be obtained via techniques requiring
compilation to DNNF [KS19].

Pseudo-Boolean (PB) constraints are inequalities the form Z?zl wjxz; op O where the x; are 0/1
Boolean variables, the w; and 6 are integers, and op is one of the comparison operator <, <, > or >.
PB-constraints have been studied extensively under different names (e.g. threshold functions [HTKY97],
knapsack constraints [GKM™11]) and occur in many problems in Al [Ivi65, Pap77, BHMR99, BLS02,
ARMSO02]. A PB-constraint is associated with a Boolean function whose satisfying assignments are
exactly the assignments to {1, ..., x,} that satisfy the inequality. For simplicity we directly consider
PB-constraints as Boolean functions — although the same function may be represented by different con-
straints, for instance x1 +x2 > 1 and 2x; + x5 > 1 are equivalent — while keeping the term “constraints”
when referring to them. We restrict our attention to PB-constraints where op is > and all weights are pos-
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itive integers. Note that with this choice of operator and the restriction to positive integers, PB-constraints
are monotone Boolean functions. Given a sequence of positive integer weights W = (w, ..., w,) and
an integer threshold 6, we define the function w : {0, 1}* — N that maps any assignment to its weight by
w(a) = >, wia(x;). With this notation, a PB-constraint over X for a given pair (W, 6) is a Boolean
function whose satisfying assignments are exactly the a such that w(a) > 6.

Example 11. Letn = 5, W = (1,2,3,4,5) and # = 9. The PB-constraint for (¥, 6) is the Boolean
function whose models are the assignments such that xy + 2z9 + 3x3 4+ 424 + 55 > 9. The assignment
defined by {71, z2, x3, %1, 5} (so the assignment @ such that a(x1) = a(x4) = 0 and a(z2) = a(z3) =
a(zs) = 1), is a satisfying assignment of the constraint. Its weight is w(a) =2 + 3 + 5 = 10. <

The main result of this section is the following theorem.

2

Theorem 4. There is a class of PB-constraints F such that for any constraint f € F on n” variables,

any circuit in DNNF computing f has size 2.

Theorem 4 generalises a similar result written in [HTKY97, ANO™12] for OBDDs. Since there exist
infinitely many functions that have polynomial DNNF size but exponential OBDD size (in the number
of variables), our result is strictly stronger. The class F is similar to that used in [HTKY97, ANO*12],
actually the only difference is the choice of the threshold for the PB-constraints. Yet, adapting the proofs
given in [HTKY97, ANO™ 12] for OBDDs to circuits in DNNF is not straightforward, thus our proof of
Theorem 4 bears very little resemblance. Our result it also related to what has been done in [LMMW 18]
where it is shown that there exist sets of PB-constraints such that the whole set (so a conjunction of
PB-constraints) is computed only by circuits in DNNF of exponential size. Our result is a generalisation
to single PB-constraints.

1.2.1 Restriction to Threshold Models of PB-Constraints

The strategy to prove Theorem 4 is to find a PB-constraint f over n variables such that R(f) is ex-
ponential in y/n and then use Theorem 1. We first show that we can restrict our attention to covering
particular models of f with rectangles rather than the whole function. In this section X is a set of n
Boolean variables and f is a PB-constraint over X . Recall that we only consider constraints of the form
Z?Zl w;x; > 6 where the w; and 6 are positive integers.

Definition 26. Let f be a PB constraint Y, wjx; > 0 over X = {x1,...,x,}. The threshold models
of f are the assignments a to X such that w(a) = 6.

Threshold models should not be confused with minimal models.

Definition 27. A minimal model of f is a model a of f such that no assignment o' to var(f) such that
a' < a satisfies f.

For a monotone PB-constraint, minimal models are the assignments whose weights are above or equal
to the threshold but drop below the threshold when re-assigning any variable from 1 to 0. Any threshold
model is a minimal model, but not all minimal models are threshold models. There even exist constraints
with no threshold models (for instance when the weights are even integers but the threshold is an odd
integer) while there always are minimal models for satisfiable constraints.

Example 12. The minimal models of the PB-constraint from Example 11 are {771, T3, T3, 24, 25}, {Z1, T2,
x3,x4,T5}, {21, T2, T3, Tq, x5} and {T7, xo, T3, Tq, T5). The first three are threshold models. |

Lemma 13. Let f be a PB-constraint whose weights are positive and let f* be the Boolean function
whose models are exactly the threshold models of f. Then R(f) > R(f*).

32



1.2. Pseudo-Boolean Constraints that have Exponential DNNF Size

Proof. Let X = var(f) and let r = p; A pa with respect to a balanced partition IT = (X, X3) of X
such that » < f. Assume that r accepts some threshold models. For a an assignment to X, we denote
by ap (resp. ao) its restriction to X1 (resp. Xs). We claim that there exist two integers 61 and 65 such
that 1 + 02 = 6 and, for any threshold model a in r, we have w(a;) = 61 and w(az) = 0. To see this,
assume by contradiction that there exists (67, 05) # (61,62) such that § = 0 + 6/, such that some other
threshold model b with w(b;) = 0] and w(by) = 6 is accepted by r. Then either w(a1) + w(b2) < 6 or
w(by) + w(ag) < 6, but since a1 U by and by U ay are also accepted by r, the rectangle r would accept
assignments falsifying f, which is forbidden. Now let p] (resp. p3) be the Boolean function over X
(resp. X2) whose satisfying assignments are exactly the satisfying assignments of p; (resp. p2) of weight
01 (resp. 62). Then r* = p] A pj is a rectangle with respect to II that accepts exactly the threshold models
inr.

Now consider a balanced rectangle cover of f of size R(f). For each rectangle r of the cover,
if  contains no threshold model then discard it, otherwise construct *. The disjunction of these new
rectangles is a balanced rectangle cover of f* of size at most R(f). Therefore R(f) > R(f™*). O

1.2.2 Reduction to Covering Maximal Matchings of K, ,

We define the class of hard PB-constraints for Theorem 4 in this section. We will show, using Lemma 13,
that the problem can be reduced to that of covering all maximal matchings of the complete n x n bi-
partite graph K, , with rectangles. In this section, X is a set of n? Boolean variables. To simplify
the presentation, assignments to X are written as n X n matrices. Each variable x; ; has the weight
w;j = (2° + 27%7) /2. Define the matrix of weights W = (w;;:1 <1i,j <n) and the threshold
§ = 22" — 1. The PB-constraint f for the pair (W, #) is such that f(a) = 1 if and only if a satisfies

% j+n
> (“;J) x> 2 -1 (PB1)
1<i,j<n

Constraints of this form constitute the class of hard constraints of Theorem 4. One may find it easier
to picture f writing the weights and threshold as binary numbers over 2n bits. Bits of indices 1 to n form
the lower part of the number and those of indices n + 1 to 2n form the upper part. The weight w; ; is
the binary number where the only bits set to 1 are the ith bit of the lower part and the jth bit of the upper
part. Thus when a variable x; ; is set to 1, exactly one bit of value 1 is added to each part of the binary
number of the sum.

Assignments to X uniquely encode subgraphs of K, ,. We call U = {uy,...,uy} the set of nodes
on the left side of K, ,, and V' = {vy,...,v,} the set of nodes on the right side of K, ,, . The bipartite
graph encoded by a is such that there is an edge between the u; and v; if and only if a(z; ;) = 1.

1 1 0 1 U1 U1
N . 0 0 0 O u2 e V2

Example 13. Take n = 4. The assignment a = 0 1 o o] encodes ua o U3 <
01 0 0 Uy V4

Definition 28. A maximal matching assignment is an assignment a to X = {x;; | 1 < i,j < n} such
that

e for any i € [n], there is exactly one k such that a(x; ) = 1
e forany j € [n], there is exactly one k such that a(xy ;) = 1

As the name suggests, the maximal matching assignments are those encoding bipartite graphs whose
edges form a maximal matching of K, ,, (i.e., a maximum cardinality matching). One can also see them
as encodings for permutations of [n].
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0 0 1 0 U1 U1

1 . . . . U v
Example 14. o = 00 01 is a maximal matching assignment that encodes 2 2 <

0 0 0 1 us U3

0 1 0 O Uy V4

For an assignment a, let vary(a) be defined as
e varg(a) ={j | a(rg;) =1} when1 <k <n
o vary(a) ={i | a(xik—n) =1} whenn+1 < k < 2n.

varg(a) stores the index of variables in a that directly add 1 to the kth bit of w(a). Note that a maximal
matching assignment is an assignment a such that |varg(a)| = 1 for all k. It is easy to see that maximal
matching assignments are threshold models of f: seeing weights as binary numbers of 2n bits, for every
bit of the resulting sum of weights, there is exactly one weight that has value 1 at that bit, so exactly the
first 2n bits of the sum are set to 1, which gives us that the decimal value of the sum is . We note that
not all threshold models of f are maximal matching assignments.

Example 15. Consider the assignment a represented in Example 13. a does not encode a maximal

matching and its weight for the PB-constraint (PB1) with n = 4 is: 2+22"+1 + 2+22"+2 + 2+22"+4 +

2hagn® | 202 47 4 33 4+ 129 4 36 + 40 = 255. Since the threshold of (PBI) is 22% — 1 =
28 — 1 = 255, the assignment a is a threshold model. <

Lemma 14. Let 11 = (X1, X2) be a partition of X. Let a and b be maximal matching assignments and,
fori € {1,2}, denote by a; (resp. b;) the restriction of a (resp. b) to X;. If a1 U be and by U ag both have
weight 0 = 22 — 1 then both are maximal matching assignments.

Proof. 1t is sufficient to show that |varg(a; U be)| = 1 and |varg(by Uag)| = 1forall 1 < k < 2n. We
prove it for a; U by by induction on k. First observe that since |varg(a)| = 1 and |varg(b)| = 1 for all
1 < k < 2n, the only possibilities for |vary(a; Ube)| = 1 are 0, 1 or 2.

e For the base case k = 1, if |varg(a; U by)| is even then the first bit of w(a;) + w(bz) is 0 and the
weight of a1 U be is not 6. So |vary(a; Ube)| = 1.

o For the general case 1 < k < 2n, assume it holds that |var; (a1 Ubs)| = - - - = |varg_1(a1Ubs)| =
1. So the kth bit of w(a;) + w(bz) depends only on the parity of |varg(a; U b2)|: the kth bit is 0
if |varg(a; U b2)| is even and it is 1 otherwise. a; U by has weight 6 so |varg(a; U bg)| = 1.

The argument applies to b; U ag analogously. U

Lemma 15. Let f be the PB-constraint (PB1) and let f be the function whose satisfying assignments

are exactly the maximal matching assignments. Then R(f) > R(f).

Proof. Let f* be the function whose satisfying assignments are the threshold models of f. By Lemma 13,
it is sufficient to prove that R(f*) > R(f). We already know that f < f*. Letr = p; A py be a rectangle
with respect to the balanced partition IT = (X7, X5) such that » < f*, and assume that r accepts
some maximal matching assignment. Let p; (resp. p2) be the Boolean function over X (resp. X3)
whose satisfying assignments are the a; (resp. ag) such that there is a maximal matching assignment
a1 U ag accepted by r. We claim that the rectangle 7 = p; A po contains exactly the maximal matching
assignments in 7. On the one hand, it is clear that all maximal matching assignments accepted by r are
also accepted by 7. On the other hand, 7 contains only threshold models of f of the form a; U b2, where
a1 U az and by U by encode maximal matchings, so by Lemma 14, # contains only maximal matching
assignments in 7.

Now consider a balanced rectangle cover of f* of size R(f*). For each rectangle r of the cover, if r
contains no maximal matching assignment then discard it, otherwise construct 7. The disjunction of these
new rectangles is a balanced rectangle cover of f of size at most R(f*). Therefore R(f*) > R(f). O
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Ul U1 ay

u3 U3

Ug V4

(a) Balanced partition IT of K, 4 (b) Partition of a maximal matching w.r.t. IT

Figure 1.1: Partition of maximal matching

1.2.3 Proof of Theorem 4

We now prove Theorem 4

Theorem 4. There is a class of PB-constraints F such that for any constraint f € F on n?

any circuit in DNNF computing f has size 2°2(").

variables,

F is the class of constraints of the form (PB1). Thanks to Theorem 1 and Lemma 15, the proof boils
down to finding exponential lower bounds on R(f), where f is the Boolean function on n? variables
whose models encode exactly the maximal matchings of K, ,, (or equlvalently, the permutations of [n]).

f has n! models. The idea is now to prove that rectangles covering f must be relatively small, so that
covering the whole function takes many rectangles.

Lemma 16. Let IT = (X1, X2) be a balanced partition of X and let « = \/2/3. Let r be a rectangle
with respect to Il with r < f. Then |r~1(1)| < (”—'

an

The function f has already been studied extensively in the literature, often under the name PERM,, (for
permutations on [n]), see for instance [Weg00, Chapter 4] or [MW 19, Section 6.2] where a statement
similar to Lemma 16 is established. With Lemma 16 we can give the proof of Theorem 4.

Theorem 4. Let kai];) 71, be a balanced rectangle cover of f. We have Zkﬁg) Ir H ()] > |sat( Al =nl
Lemma 16 gives us R(f) (C‘LI) > nl, thus

N n i an_ § % % _ o0(n)
k(f) 2 <om> = (om) B <2> 22% =2

where we have used (§) > (a/b)’ and 3/2 > /2. Using Lemma 15 we get that R(f) > R(f) > 220,
Theorem 1 allows us to conclude. O

It only remains to prove Lemma 16.

Lemma 16. Letr = p; A py and IT = (X3, X3). Recall that U = {uy,...,uy}and V = {vy,...
are the nodes on the left and right part of K, ,, respectively. Define

,Un}

Uy = {u; | there exists x;; € X; such that a(z;;) = 1 for some a € p; *(1)}
Vi = {v; | there exists x; ; € X1 such that a(x; ;) = 1 for some a € p; *(1)}

Define U; and V5 analogously (this time using Xs and p2). Figure 1.1 illustrates the construction of these
sets: Figure 1.1a shows a partition II of the edges of K4 4 (full edges in X7, dotted edges in X>) and
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Figure 1.1b shows the contribution of an assignment accepted by r to Uy, V1, Us, and V5 after partition
according to II.

Assignments in pl_l(l) encode matchings of K, ,,, more precisely each such assignment encodes a
matching between U; and V;. We claim that such matchings between U; and V) are maximal. To verify
this, observe that U; N Uy = () and V; N Vo = () since otherwise r accepts an assignment that does not
correspond to a matching. Thus if p; were satisfied by a non-maximal matching between U; and V; then
r would accept a non-maximal matching between U and V. So p; is satisfied only by maximal matchings
between U; and Vi, consequently |U;| = |V7]|. The argument applies symmetrically for Vo and Us. We
note k = |Uy|. It stands that U; U Uy = U and V] U V5 = V as otherwise r accepts matchings that are
not maximal. So |Us| = |V2| = n — k. We now have |p;*(1)| < k!and |p;*(1)| < (n — k)!, leading to
1)) < Kl (n— k) =nl/(}).

Up to k? edges may be used to construct matchings between U; and V;. Since R is balanced we
obtain k? < 2n?/3. Applying the same argument to Us and V3 gives us (n — k)2 < 2n2/3, so n(1 —
V/2/3) < k < ny/2/3. Finally, the function k — n!/(}), when restricted to some interval [rn(1 —

3), Bn], reaches its maximum at k& = $n, hence the upper bound |+~ (1)] < n!/( nT/g). O

1.3 Tseitin Formulas that have Exponential DNNF Size

Going back to formulas and systems of constraints, in this section we study a class of “graph-based”
CNF formulas and, contrary to PB-constraints, we give a characterization for when these formulas are
computed by small circuits in DNNF. Graph-based formulas are intuitively almost entirely determined
by their underlying graph (primal graph, hypergraph, or other). For example, monotone CNF formulas
are uniquely defined by their hypergraphs so they qualify as graph-based formulas. The L size of graph-
based CNF formulas, for a sublanguage L of DNNF, seems easier to analyse than general CNF formulas
in that lower bounds that almost match the known upper bounds on the L size can be proved for them
(see for instance [BCMS14, BS17b, ACMS20, Raz21]). In this section, we study a kind of graph-based
CNF formulas introduced in the preliminaries: Tseitin formulas. We show that, when a Tseitin formula
based on a graph G of bounded degree is satisfiable, its DNNF size is polynomial in its number n of
variables if and only if tw(G)/A(G) = O(log(n)). Formally, our main result for this section is the
following:

Theorem 5. Let T'(G, ¢) be a satisfiable Tseitin formula where G is a connected graph with maximum
(tw(G)/A)

degree at most A. Every smooth circuit in DNNF computing T'(G, c) has size at least 29 .

We compare Theorem 5 with existing work on the compilation of Tseitin formulas by Itsykson et
al. [IRSS21, IRS22]. Before Theorem 5 was proved, Itsykson et al. had studied the compilation of
Tseitin formulas to non-deterministic read-once branching programs (for short 1-NBP or nFBDD). They
have introduced a new width measure for graphs called the component width, denoted by compw(G),
and proved that the nFBDD size for any satisfiable Tseitin formula T'(G, c) is between 2¢°™P*(©) and
|E(G)| x 2¢0mPw(G) 1 2 They compared the component width of a graph to its treewidth and its
pathwidth and were able to show that 3 (tw(G) — 1) < compw(G) < pw(G) + 1 and that the two
bounds are tight. On the one hand, DNNF < nFBDD (see e.g. [ACMS20]) so our result is more general
when the maximum degree of the graph A(G) is bounded by a constant. On the other hand, building
upon the proof of Theorem 5, we can show the following variant:

Lemma 17. Let T (G, ¢) be a satisfiable Tseitin formula where G is a 3-connected graph with maximum
degree at most A. Then every nFBDD computing T(G, ¢) has size at least 202(pw(G)/A)
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1.3. Tseitin Formulas that have Exponential DNNF Size

One year after Theorem 5 was presented in [dCM21a], Itsykson, Razianov and Smirnov have generalized
it to the case of satisfiable Tseitin formulas for arbitrary graphs [IRS22], that is, they have successfully
removed the dependence in the maximum degree of the graph:

Theorem 6. [IRS22, Theorem 4.1] Let T (G, ¢) be a satisfiable Tseitin formula. Every smooth circuit
in DNNF computing T(G, c) has size at least 2(()),

The result of Istykson et al. is a very nice improvement of our. Their proof uses several elements of the
proof of Theorem 5, including the adversarial multi-partition rectangle cover game that we introduce in
the next section.

1.3.1 An Adversarial Rectangle Cover Game for Lower Bounds on DNNF Size

When trying to show parameterized lower bounds with Theorem 1, one often runs into the problem
that it is somewhat inflexible: the partitions of the rectangles in covers have to be balanced, but in
parameterized applications this is often undesirable. Instead, to show good lower bounds, one wants to
be able to partition in places that allow to cut in complicated subparts of the problem. For instance this
is the underlying technique in [Raz16]. To make this part of the lower bound proofs more explicit and
the technique more reusable, we here introduce a refinement of Theorem 1.

We define the adversarial multi-partition rectangle cover game for a Boolean function f over vari-
ables X and a set S C sat(f) to be played as follows: two players, the cover player Charlotte and her
adversary Adam, construct in several rounds a set R of rectangles that cover the set .S respecting f (that
is, rectangles in R contain only models of f). The game starts with R as the empty set. Charlotte starts
a round by choosing an assignment in .S and vtree T" of X. Now Adam chooses a partition of X induced
by T, that is, a partition (X7, X5) such that X; = var(T,) for some node v in 7. Charlotte ends the
round by adding to R a combinatorial rectangle r with respect to this partition and such that » < f. The
game is over when S is covered by R.

Definition 29. The adversarial multi-partition rectangle complexity of f and S, denoted by aR(f,S) is
the minimum number of rounds in which Charlotte can finish the adversarial multi-partition rectangle
cover game, whatever the choices of Adam are. When S = sat(f), we write aR(f) = aR(f, sat(f)).

The linear adversarial multi-partition rectangle complexity aR;(f,S) of f and S is defined anal-
ogously with the difference that instead of a vtree Charlotte gives an order of X and Adam chooses
(X1, X2) such that X is a prefix of the order given by Charlotte. The following theorem gives the core
technique for showing lower bounds later on.

Theorem 7. Let D be a circuit in DNNF computing the function f andlet S C sat(f). Then aR(f,S) <
|D.

Proof. Let X = var(D) = var(f). We iteratively delete vertices from D and construct rectangles. The
approach is as follows: Charlotte chooses an assignment a € .S not yet in any rectangle she constructed
before and a proof tree 1" of D satisfied by a. Now Adam chooses a partition (not necessarily balanced)
induced by T at a node v. Using Lemma 8, Charlotte chooses the rectangle sat(D,v), deletes it from S
and the game continues.

The vertex v in the above construction is different at every round of the game: by construction,
Charlotte never chooses an assignment a that is in any set sat(D,v) for a vertex v that has appeared
before. Thus, no such v can appear in the proof tree of the chosen a. Consequently, a new vertex v is
chosen for each assignment a that Charlotte chooses and thus the game will never last more than |D|
rounds. U
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Chapter 1. Lower Bounds on the DNNF Size of Specific Functions

If the input is an FBDD instead of a circuit in DNNF, the proof trees chosen by Charlotte are linear,
giving an order of X. Hence, we get the following corollary.

Corollary 1. Let B be an FBDD computing a function f and let S C sat(f). Then aRy(f,S) < |B|.

The adversarial multi-partition rectangle cover game can be modified so that the rectangle chosen by
Charlotte at a given round is disjoint from the rectangles that she had already stored in R. This variant
of the game returns a set R containing pairwise disjoint rectangles.

Definition 30. The adversarial multi-partition disjoint rectangle complexity of f and S, denoted by
aRq(f,S) is the minimum number of rounds in which Charlotte can finish the adversarial multi-partition
rectangle cover game by choosing rectangles that are pairwise disjoint, whatever the choices of Adam

are. When S = sat(f), we write aRq(f) = aRy(f, sat(f)).

It is clear that aR(f) < aRy(f). Just like aR(f) is a lower bound on the size of the smallest circuit
in DNNF computing f, aR4(f) is a lower bound on the size of the smallest circuit in d-DNNF computing
f. This latter bound is shown in the next theorem, using the techniques at work in [BCMS16] to prove
Theorems 1 and 2.

Theorem 8. Let D be a circuit in d-DNNF computing the function f and let S C sat(f). Then
aRq(f,S) < [D|.

Proof. Let X = var(D) = var(f). Compared to the proof of Theorem 7, here we modify the circuit
between two rounds. We denote by D? the circuit in d-DNNF at round 4 for > 1 with D' = D. Round
1 is played as before: Charlotte chooses an assignment a € .S not yet in any rectangle she constructed
before and a proof tree T of D! satisfied by a. Then Adam chooses a partition induced by 7" at a
node v!. Then Charlotte chooses the rectangle satx (D', v!) and deletes it from S. But now before the
game continues, Charlotte removes v! from D! by disconnecting v! from its children, replacing v'! by a
constant 0, propagating that constant, and deleting all nodes that are not reachable from the root of D*.
The resulting circuit is called D? and the game continue.

Claim 1. If D' is a circuit in d-DNNE, then so is D't

Proof. Tt is readily verified that for every node u in D**!, we have that var(Di) C wvar(D?) so
decomposability is preserved in DT

As for determinism, in a Boolean circuit C' over X containing only literal inputs, constant inputs,
V-nodes and A-nodes, replacing a node by a O-input yields a circuit C’ such that satx (C") C satx (C).
Especially for every node u that is in both D and D! we have satx(Dit') C satx(Di). If u
is a V-node in D! with children w1, ..., uy, then it is also a V-node in D? and uy, ..., uy, are also
children of u in D?. By determinism in D’ we have sat x (D};j) N satX(inl) = () for every j # 1, so
satx (D) Nsatx (D) C satx (Dy,) N satx(Dy,) = 0. So determinism is preserved. O

Claim 2. satx (D'™!) = satx(D?) \ satx (D¢, v?).

Proof. Let C* be the circuit obtained by disconnecting v; from its children, replacing v’ by a fresh
variable y, and deleting that are not reachable from the root. It is clear that C* is a circuit in DNNF (but
not in d-DNNF) and that C*|j = D**!. Now we look at what becomes of the proof trees of D* during the
transformation. Let 7 (D?) be the set of proof trees of D? and let 7 (C?) be the set of proof trees of C*. If
T € T(D") does not contain v*, then T'is in 7 (C?). Otherwise if T' € T (D*) contains v, then the proof
tree 7" obtained by replacing 7,;; by ¥ is in 7 (C?). It should be clear that they are not other proof trees
in 7(C). By Lemma 5 we have C* = \/ ey T and thus D' = C'g = Vperonnrpn T =
Vet (piyrg0 T- Hence satx (D) = satx (D) \ satx (D', v"). O

38
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Claims 1 and 2 allow us to conclude that the game is sound and that Charlotte generates a set R of
pairwise disjoint rectangles that cover S and respect f. U

Theorem 7 implies 1 and 8 implies 2. To complete the comparison, in the case where f is represented
by a circuit in str-DNNF, we could define a variant of the game that yields a lower bound on the size of
the smallest circuit in str-DNNF computing f

1.3.2 Splitting Parity Constraints

In this section, we consider rectangles that respect a satisfiable Tseitin formula 7'(G, ¢), that is, rectan-
gles r over the same variables as 7'(G, ¢) such that r < T'(G, ¢), or equivalently, such that sat(r) C
sat(T(G, c)). Recall that T'(G, c) is a CNF formula that represents the conjunction of parity constraints
/\veV(G) Xv» Where Y, : ZeeEg(v) ze = c(v) mod 2. We will see that such rectangles split the parity
constraints of 7'(G, ¢) in a certain sense and show how this is reflected in G. This will be crucial in prov-
ing the lower bound on the DNNF size in the next section with the adversarial multi-partition rectangle
cover game.

Rectangles Induce Subconstraints for Tseitin formulas

Let r be a rectangle for the partition (E7, E2) of E(G) such that r < T'(G, ¢). Assume that there is a
vertex v of G incident to edges in E; and to edges in E», i.e., E(v) = E;(v) U E2(v) where neither
E1(v) nor Ey(v) is empty. We show that r does not only respect X, but it also respects a subconstraint

of xy-

Definition 31. Let  be a parity constraint. A subconstraint of x is a parity constraint X' on a non-empty
proper subset of the variables of x.

Example 16. Let Y : x +y+2=0 mod 2. Then Y’ : x +y =1 mod 2and x” : x =0 mod 2 are
subconstraints of . <

Lemma 18. Let T'(G, ¢) be a satisfiable Tseitin formula and let v be a rectangle for the partition (E1, E9)
of E(G) such that sat(r) C sat(T(G,c)). If v € V(G) is incident to edges in E1 and to edges in E»,
then there exists a subconstraint X\, of x, such that sat(r) C sat(T(G,c) A x)-

Proof. Let a1 U ay € sat(r) where a; is an assignment to £ and ag an assignment to Fs. Let a1 (v)
and as(v) denote the restriction of a; and as to Fq(v) and Eo(v), respectively. We claim that for all
ay Udf € R, we have that @/ (v) and a; (v) have the same parity, that is, a; (v) assigns an odd number of
variables of E(v) to 1 if and only if it is also the case for ¢/ (v). Indeed if a1 (v) and @/ (v) have different
parities, then so do a;(v) U az(v) and d)(v) U az(v). So either a3 U ag or a} U ay falsifies x,, but
both assignments are accepted by r, so a1 (v) and @ (v) cannot have different parities as this contradicts
sat(r) C sat(T(G, c)). Let c¢1 be the parity of a1 (v), then we have that assignments accepted by  must
satisfy Xy, : D cep, (v) Te = €1 mod 2,50 sat(r) C sat(T(G,c) A xy). O

Renaming X/ as x. and adopting notations from the proof, one sees that x> A x, = x: A x2 where
X2 DBy (v) Te = ¢(v) + 1 mod 2. So r respects the formula (T(G, ¢) — xv) A XL A x2 where
(T(G,¢) — xv) is the formula obtained by removing all clauses of x, from T(G,c). In this sense,
the rectangle is splitting the constraint Y, into two subconstraints over disjoint variables. Since y, =
(xX Ax2) Vv (X, AX2) itis plausible that potentially many models of Y, are not accepted by r. We show
that this is true in the next section.
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Vertex Splitting and Subconstraints for Tseitin Formulas

Let v € V(G) and let (N1, N2) be a proper partition of N (v), that is, neither Ny nor Ns is empty. The
graph G’ we get by splitting v along (N7, N2) is defined as the graph we get by deleting v, adding two
vertices v! and v2, and connecting v! to all vertices in N7 and v? to all vertices in No. We now show
that splitting a vertex v in a graph G has the same effect as adding a subconstraint of .

Lemma 19. Let T'(G, ¢) be a Tseitin formula. Let v € V(G) and let (N1, N2) be a proper partition
of N(v). Let c1 and c be such that ¢; + co = c¢(v) mod 2 and let ! : ZuENi ZTup = ¢; mod 2 for
i € {1,2} be subconstraints of x,. Call G' the result of splitting v along (N1, No) and set

) = {c<u>, ifucV(G)\{v}
¢, ifu=n'iec{1,2}

There is a bijection p : var(T(G,c)) — var(T(G’, ")) acting as a renaming of the variables such that
T(G',d) = (T(G,c) AxL) op.

Proof. Denote by T'(G, ¢) — x,, the formula equivalent to the conjunction of all y,, for u € V(G) \ {v}.
Then T(G,¢) A xt = (T(G, ¢) — xu) A Xt A 2. The constraints ., foru € V(G) \ {v} appear in both
T(G',¢) and in T(G, ¢) — X, and the subconstraints y. and x? are exactly the constraints for v! and v?
in T(G’, ) modulo the variable renaming p defined by p(xyy) = x,,1 When u € Ny, p(Tyy) = Typ2
when u € Ny, and p(z.) = . when v is not incident to e. O

Example 17. In Example 9, we introduced the Tseitin formula
T(G,e)=FVY NV AYV2)AGVE)A(xVz)A(TVZ)

where G is the graph represented is shown below on the left. The splitting of v creates two nodes v! and
v2. The constraint corresponding to v in T(G,¢)is x, : © + 2z = 1 mod 2. Now we let x} : © = 1
mod 2 and X2 : z = 0 mod 2 be two subconstraints of x,. Then the formulas T(G,c) A x. and
T(G,c) A x? are both equivalent to the Tseitin formula T'(G’, ¢’), where G’ results from splitting v. The
following figure shows one of the outcome of that splitting.

2 split v x P

4 Y

Charges are indicated by a color code: gray vertices all have charge 0 and white vertices all have charge
1. Now we have:

TG, )=@VyY) AV AYyVz)AGVZ)AxAZ

Applying unit propagation on T(G’,¢’) and on T(G,c) Az = T(G,c) A X shows that T(G’, )
rAyAz=T(G,c)AxL. Onecan also verify that T(G,c) ANz = T(G,c) A x2 = T(G', ).

Al

Intuitively, Lemma 19 says that splitting a vertex in G and adding a subconstraint are essentially
the same operation. This allows us to compute the number of models of a Tseitin formula to which a
subconstraint was added.
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Lemma 20. Let T(G, ¢) be a satisfiable Tseitin formula where G is connected. Define T(G', ) as in
Lemma 19. If G’ is connected then T(G', &) has 2/F(=IV(OI models.

Proof. Since T'(G, ¢) is satisfiable and since 3, c (o) €' (v) = 3 ,ev(g) ¢(u) = 0 mod 2, by Lemma 9
T(G',¢) is satisfiable. Using Lemma 10 yields that T'(G’, ¢/) has 2/F(G)I=IV(G)I+1 = ol B(G)=IV(G)]
models. U

Lemma 21. Let T(G, ¢) be a satisfiable Tseitin formula where G is connected. Let {v1,...,vy} be
an independent set in G. For all i € [k] let (N{,N3) be a proper partition of N(v;) and let X, :
Y uc Ni Tuv; = Ci mod 2. If the graph obtained by splitting all v; along (N, N3) is connected, then
the formula T(G, c) A X, A -+ A Xy, has AEGN=IV(OI=k+1 1yodels.

Proof. An easy induction based on Lemma 19 and Lemma 20. The induction works since, {v1, ..., v}
being an independent set, the edges to modify by splitting v; are still in the graph where vy, ..., v;_1
have been split. 0

Vertex Splitting in 3-Connected Graphs

When we want to apply the results of the last sections to bound the size of rectangles, we require that the
graph G remains connected after splitting vertices. This is obviously not true for all choices of vertex
splits, but we will see that if (7 is sufficiently connected, then we can always chose a large subset of any
set of potential splits such that, after applying the split for this subset, G remains connected.

Lemma 22. Let G be a 3-connected graph and let [ = {v, ..., v} be an independent set in G. For
everyi € [k] let (N}, N&) be a proper partition of N (v;). Then there is a subset S C I of size at least k /3
such that the graph resulting from splitting all v; € S along the corresponding (N f, Nﬁ) is connected.

Proof. Let C,...,C, be the connected components of the graph G; that we get by splitting all v;. If
(51 is connected, then we can set S = [ and we are done. So assume that » > 1 in the following.
Now add for every i € [k] the edge (v},v?). Call this edge set L (for links) and the resulting graph
Go. Note that G5 is connected and for every edge set £’ C L we have that G2 \ E’ is connected if
and only if G is connected after splitting the vertices corresponding to the edges in E’. Denote by L;,
the edges in L whose end points both lie in some component Cj and let Ly, = L \ L;,. Note that
2k = 2|I| = |Lout| + | Lin|-

Let 7 = {v € I | |{v},v*} NV(C;)| = 1} be the subset of I such that after splitting the vertices
in I, exactly one side of the vertex ends up in C;j. We show that |S7| > 3. Since G is connected but
the set C; is a connected component of G \ L = G, there must be at least one edge in L incident to a
vertex in C;. By construction this vertex is in I, say it is v;. Since N{ # () and N} # (), we have that v;
has a neighbor w in C; and w ¢ I (since [ is an independent set). If we delete the vertices of S7, then
a subset of C'; becomes disconnected from the rest of G? (which is non-empty because there is at least
one component different from C; in G2 which also contains a vertex not in I by the same reasoning as
before). But then, because G is 3-connected, there must be at least three vertices in S9.

Now we have that 2| Loy:| = > i_; |S7| > 3r, so

2
r < §‘Lout‘-

Contract all components Cj in G2 and call the resulting multigraph G3. Note that G'3 is connected,
that |V (G3)| = r, and that E(G3) = L. Let Er be the edges of a spanning tree of G5 and let E* be
the remaining edges. Then | Loy | = |E7| + |E*| = r — 1 + |E*| < 2|Low|/3 + | E*| and thus

|L0ut’

E*| >
B > =2
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Recall that each edge in L,,; = E(G3) corresponds to a vertex in I that was split when going from
G to GG1. Since G3 remains connected when we delete the edge set E*, splitting only the vertices
corresponding to £* in G yields a connected graph. Finally, the number of vertices of I that we can
split in G while preserving connectivity is the same as the number of links in (G2 that can be deleted
while preserving connectivity. If we choose not to delete the edges that, after contradiction of G to G3
constitute E7, then the number of links of G2 that we can delete while preserving connectivity is,

k

2 1
Lin U B*| = |Linl + "] = 1L = |Loul + [E* > L] = S| Lourl 2 5L| = 5.

1.3.3 Lower Bounds on the DNNF Size of Tseitin formulas

In this section, we use the results of the previous sections to show our lower bounds for circuits in DNNF
computing Tseitin formulas. To this end, we will first show that we can restrict ourselves to the case of
3-connected graphs. But before that, we show that for any graph G, the size of the smallest circuit in
DNNF computing a satisfiable 7'(G, ¢) does not depends on ¢, especially we show that is is sufficient to
show lower bounds when ¢ assigns 0 to every vertex. Note that, by Lemma 9, T'(G, 0) is satisfiable for
every G.

Lemma 23. Let T(G, ¢) be a satisfiable Tseitin formula with G connected. Let D be a circuit in DNNF
computing T'(G, c). Then there is a circuit Dy in DNNF computing T(G,0) obtained by switching the
polarity of some literals in D, so |Dy| = |D|.

Proof. Let v and w be two vertices of GG sent to 1 by ¢. Denote v; = v and v,, = w and let P =
{v1v2, ..., Vm—10m } be a path from v to w in G, which exists by connectivity. Set ¢/(v) = ¢/(w) = 0
and ¢/ (u) = c(u) for u & {v,w}. T(G,) is satisfiable. Let X = {z. | e € E(G)} and consider the
bijection ¢ : lit(X) — lit(X) defined as p(¢,,) = £,, if e € P and ¢({,,) = £, otherwise. Seeing
truth assignments as mappings from X to lit(X ), one can verify that, for all u € V(G), an assignment
a satisfies 3 ¢ () Te = ¢(u) mod 2 if and only if ¢ o a satisfies 3 ¢ () e = ¢/(u) mod 2. Thus
sat(T(G, ) ={poa|a € sat(T(G,c))}. Switching the polarity of literal inputs in a circuit does not
impact decomposability, so the circuit D’ obtained by switching the polarity of literals input according
to o in D is a circuit in DNNF computing T'(G, ¢’). The number of vertices sent to 0 by ¢’ is that of ¢
minus 2. Repeating the procedure until reaching the O-function yields Dy computing 7'(G, 0). O

Reduction from Connected to 3-Connected Graphs

We here show why it is sufficient to prove our bound for Tseitin formulas whose graphs are 3-connected.
In [BKO6], Bodlaender and Koster study how separators can be used in the context of treewidth. They
call a separator S safe for treewidrh if there exists a connected component of G \ S whose vertex set V'’
is such that tw(G[S U V'] + clique(S)) = tw(G), where G[S U V'] 4 clique(S) is the graph induced
on S U V' with additional edges that pairwise connect all vertices in S.

Lemma 24. [BKO06, Corollary 15] Every separator of size 1 is safe for treewidth. When G has no
separator of size 1, every separator of size 2 is safe for treewidth.

Remember that a topological minor H of a G is a graph that can be constructed from G by iteratively
applying the following operations [Diel2]:

— edge deletion,
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— deletion of isolated vertices, or

— subdivision elimination: if deg(v) = 2 then delete v and, if its two neighbors are not already con-
nected, then connect them.

Note that for subdivision elimination, if the two neighbors of v are already connected, then the subdivi-
sion elimination boils down to two edge deletions followed by the deletion of the now isolated vertex v.

Lemma 25. Let H be a topological minor of G. If the satisfiable Tseitin formula T'(G,0) is computed
by a circuit in DNNF of size s, then so does T'(H.,0).

Proof. Let D be a circuit in DNNF computing 7'(G, 0). We show how to obtain a circuit D’ in DNNF
representing T'( H, 0) with |D’| = | D| when H is obtained by applying a single operation (edge deletion,
isolated vertex deletion, subdivision elimination). The lemma will then follow by induction.

If H is obtained by deleting an isolated vertex v from G, then T'(H,0) = T(G,0) since isolated
vertices give no constraints and thus no clauses in 7'(G, 0). So in this case D' = D.

If H is obtained by deleting an edge ¢ = wv from G, then T'(H,0) = T(G,0)|Z.. Conditioning
a circuit in DNNF on a variable assignment does not increase its size: one can just replace in D every
occurrence of z. by 0 and every occurrence Z, by 1 to obtain D'. Clearly |D'| = |D|.

Finally assume that there is a vertex v of degree 2 in G incident to the edges e; = uv and ez = vw and
say that H is constructed from G by subdivision elimination of v. There are two cases. If uw € E(G),
then H is obtained by removing v, e; and ey from G. In other words, H is derived from G by two
edge deletions (e; and e2) followed by one isolated vertex deletion (v). We have already treated these
operations so we know how to obtain D’ from D in this case. If however uw ¢ E(G) then H is obtained
by deleting v, e;, e and by connecting u to w. Since ¢(v) = 0, the constraint x, : Ze, + Te, = 0
mod 2 implies that, in every satisfying assignment, x., and z., take the same value. Thus, abusing
notation a little and calling e; the edge between u and w in H (as in the following figure) we obtain that
T(H,0)=T(G,0)|ze, VT(G,0)|Te,

€1
€1

We say that T'(H,0) is obtained by forgetting z., from T'(G,0), denoted T'(H,0) = Fz.,.T(G,0).
Forgetting is feasible on circuits in DNNF without size increase. Indeed forgetting x., from D boils
down to replacing both occurrences of x., and occurrences of Z., by 1 [DarOla]. Calling the resulting
circuit D', we clearly have |D’| = |D|. O

We remark in passing that a result analogous to Lemma 25 is also true for nFBDD and FBDD instead
of circuits in DNNF. For nFBDD this is directly clear since the forgetting operation that we use in the
proof is also possible on nFBDD without any size increase and so the same proof works. However, for
FBDD the proof is not immediate, since for them forgetting variables generally leads to an unavoidable
blow-up in size [DMO2]. The proof can still be made to work nevertheless because we are in a special
case in which the variable to forget is equivalent to a variable that remains and thus the operation is
possible without any size increase. Since we do not use Lemma 25 for nFBDD or FBDD, we leave out
the details.

Lemma 26. Let G be a graph with treewidth at least 3. Then G has a 3-connected topological minor H
with tw(H) = tw(Q).
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Proof. First we construct a topological minor of G with no separator of size 1 that preserves treewidth.
Let S = {v} be a separator of size 1 of G, then G \ S has a connected component V' such that G[S U
V'] + clique(S) = G[S U V'] has treewidth tw(G). Let G’ = G[S U V'], then tw(G’) = tw(G).
Observe that G’ is a topological minor (remove all edges not in G[S U V| thus isolating all vertices not
in S U V', which are then deleted) where S is no longer a separator. Repeat the construction until G’ has
no separator of size 1.

Now assume S = {u,v} is a separator of G'. If V' are the vertices of a connected component of
G’ \ S, then there is a path from u to v in G[S U V'] since otherwise either {u} or {v} is a separator
of size 1 of G’. Lemma 24 ensures that there is a connected component H' in G’ \ S such that H =
(V(H'YUS, E(G|V(H") U S]) U{uv}) has treewidth tw(H) = tw(G’) = tw(G). Let us prove that H
is topological minor of G’. Consider a connected component of G’ \ S distinct from H' with vertices V'
and let P be a path connecting u to v in G[SUV’]. Delete all edges of G[SUV'] notin P, then delete all
isolated vertices in V' so that only P remains, finally use subdivision elimination to reduce P to a single
edge uv. Repeat the procedure for all connected components of G’ \ S distinct from H’, the resulting
topological minor is G[V (H') U S| with the (additional) edge uv, so it isH.

Repeat the construction until there are no separators of size 1 or size 2 left. Note that this process
eventually terminates since the number of vertices decreases after every separator elimination. The
resulting graph H is a topological minor of G of treewidth tw(G) without separators of size 1 or 2.
Since tw(H) = tw(G) > 3, we have that H has at least 4 vertices, so H is 3-connected. O

Lemma 26 does not hold when replacing treewidth by pathwidth. To see this, note that trees can have
arbitrarily high pathwidth, see [Sch89], and trees with more than 3 vertices are clearly not 3-connected.
Connected topological minors of trees are again trees, so a topological minor of a tree is 3-connected if
and only if it has at most three vertices and therefore its pathwidth is at most 2.

Proof of the Lower Bound on the DNNF Size for Tseitin Formulas

We are now ready to prove the main result of this section.

Theorem 5. Let T'(G, ¢) be a satisfiable Tseitin formula where G is a connected graph with maximum

degree at most A. Every smooth circuit in DNNF computing T'(G, c) has size at least 202(tw(G)/A)

Proof. By Lemma 23 we can set ¢ = 0. By Lemmas 25 and 26 we can assume that G is 3-connected. We
show that the adversarial multi-partition rectangle complexity is lower-bounded by 2 for k = Ztg’éG) . To
this end, we show that the rectangles that Charlotte can construct after Adam’s answer are never bigger
than 21P(@I=IV(G)=k+1_Since T'(@, ¢) has 2/E(@I=IV(G)I+1 models, the claim then follows.

So let Charlotte choose an assignment a and a vtree 7. Note that since the variables of 7'(G, 0) are the
edges of G, the vtree 7' is also a branch decomposition of G. Now by the definition of branchwidth, Adam
can choose a cut of 7" inducing a partition (E1, Ey) of E(G) for which there exists a set V' € V(G) of

at least bw(G) > %tw(G) vertices incident to edges in F and to edges in Fs.

’
G has maximum degree A so there is an independent set V" C V' of size at least %. Since G is

3-connected, by Lemma 22 there is a subset V* C V" of size at least |V3”| > th}éG) = k such that G
remains connected after splitting of the nodes in V* along the partition of their neighbors induced by
the edges partition (E7, E2). Using Lemma 18, we find that any rectangle r for the partition (E1, E2)
respects a subconstraint x;, for each v € V*. So r respects T(G,0) A A\, ¢y« X, Finally, Lemma 21

shows that |sat(r)| < 2/E(@I=IV(G)=k+1 a5 required. O

Then we have shown a bound on the size of the smallest circuit in DNNF representing a satisfiable Tseitin
formula, that can be summarized as follows. Let H be the 3-connected topological minor of G chosen
by Lemma 26.
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DNNF size for T'(G, c)

= DNNF size for T(H, 0) (Lemma 23)

> DNNF size for T'(H, 0) (Lemma 25)

> aR(T(H,0)) (Theorem 7)

> 2% where k = 2tw(H)/(9(A(H) + 1)) (proof of Theorem 5)
= 2% where k = 2tw(G)/(9(A(H) + 1)) (Lemma 26)

> 2k where k = 2tw(G)/(9(A(G) + 1)) (A(G) > A(H))

We note that a similar lower bound using pathwidth instead of treewidth holds on the size of the
smallest nFBDD computing a Tseitin formula. But then, as explained before, the reduction to Tseitin
formulas structured by 3-connected graphs does not preserve the pathwidth. So we can only phrase our
result with pathwidth for Tseitin formulas whose graphs are already 3-connected.

Lemma 17. Let T'(G, ¢) be a satisfiable Tseitin formula where G is a 3-connected graph with maximum
degree at most A. Then every nFBDD computing T'(G, c) has size at least 282pw(G)/A),

Proof. The proof is the similar to that of Theorem 5. Again by Lemma 23 we can set ¢ = 0 and this time
itis assumed in the lemma that G is 3-connected. The proof then follows the proof of Theorem 5 to show
that the linear adversarial multi-partition rectangle complexity is lower-bounded by 2 for k = %(AG).
So we use Corollary 1 instead of Theorem 7. One just needs to follow the second and third paragraphs
of the proof of Theorem 5, replacing vtree by linear vtree, branch decomposition by linear branch
decomposition, branchwidth with linear branchwidth, and using the inequality bw,(G) > pw(G) from

Lemma 1. ]

We recall that Lemma 17 can be compared with a result of Itsykson et al. who, as mentioned be-
fore, proved that the NFBDD size for any satisfiable Tseitin formula T'(G, ¢) is between 2¢0?»(G) and
|E(G)| x 2¢0mPw(G) 1 2 where compw (@) is the component width of G, a width parameter whose def-
inition we omit. The component width is related to the treewidth and the pathwidth by the following
relation: 3 (tw(G) — 1) < compw(G) < pw(G) + 1. Lemma 17 also shows that the component width
and the pathwidth are linearly related for 3-connected graphs whose maximum degree is bounded by a
constant. However, since the component width of trees is 0 while the pathwidth is unbounded, Lemma 17
does not extend to cases where G is not 3-connected.

1.4 Conclusion and Perspectives

The multi-partition rectangles cover technique, initially a tool from communication complexity, has
proved to be very practical for showing large lower bounds on the DNNF size of several functions
ever since it has been introduced for knowledge compilation [BCMS16]. We have used this technique to
prove exponential lower bounds on the DNNF size of two new classes of functions.

First we have shown that pseudo-Boolean constraints may, for specific thresholds and specific weights
to the variables, have DNNF size exponential in the number of variables. Our result shows that methods
that involve compiling every constraint of a problem in DNNF are ill-suited depending on the types of
constraints (for instance techniques for finding propagation complete encodings of constraints [KS19]).
But we have only analyze a worst case scenario. We leave open the more difficult problem of character-
izing pseudo-Boolean constraints whose DNNF size is not polynomial in the number of variables.

We have also shown that the DNNF size of satisfiable Tseitin formulas, whose underlying graph has
maximum degree bounded by a constant, is characterized by the treewidth of the graph: such formulas
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have DNNF size polynomial in the number of variables n if and only if the treewidth of the graph is at
most O(log(n)). To obtain this result, we have improved the multi-partition rectangles cover technique.
The inspiration for the improved technique, called the adversarial multi-partition rectangles cover game,
came from the work of Razgon in [Raz16]. It takes the form of a two-player game and its main advantage
is that it relaxes the requirement of working with rectangles over balanced partitions.

One year after our exponential lower bound for Tseitin formulas was presented in [dCM21a], it was
generalized by Itsykson, Riazanov and Smirnov in [IRS22] to the case of satisfiable Tseitin formulas over
any graph (and not only graphs of bounded degree). Notably, they still use the adversarial multi-partition
rectangles cover game to prove their result. There certainly are other functions that are hard to compile
to DNNF and for which the classical multi-partition rectangle cover technique fails to give good lower
bounds on the DNNF size. It would be interesting to see the extent to which our new technique is useful
for these functions. With the result of Itsykson et al., there may not be much left to prove on the DNNF
size of Tseitin formulas, but we are not done with Tseitin formulas in this thesis! Indeed the bound on
their DNNF size is instrumental for proving several other results, that are presented in other chapters.
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Chapter 2

Lower Bounds for Approximate
Knowledge Compilation

When the compiled form of a function in a language L is too large, and when the context allows it,
one can try to compile an approximation of the function with the hope that the its representation in L is
smaller. The approximation error intuitively depends on the nature of the queries to be answered on the
(approximate) function, but in any case this error must be controled to avoid arguably useless approx-
imations like constant O functions. In this chapter we first study a notion of approximation introduced
for FBDDs and OBDDs that we call weak approximation, we show that there are functions whose weak
approximations all have d-DNNF size exponential in the number of variables. Then we give arguments
against weak approximation in the context of (approximate) model counting and introduce a second no-
tion that we call strong approximation that avoid some of the problems of weak approximation. We show
that there are functions that have arguably useless weak approximation that can be represented by small
circuits in d-DNNF while their strong approximations have d-DNNF size exponential in the number of
variables.

2.1 State of Approximate Knowledge Compilation

The viability of knowledge compilation for reasoning on a Boolean function depends on the size of the
compiled form of that function. A large compiled form requires a long compilation time and, more
importantly, often implies that answers to queries will take longer to get. As we have seen in the pre-
vious chapter, the compilation of Boolean functions into DNNF is often bound to generate very large
circuits. Actually there is no language that supports polynomial time clausal entailment (like DNNF)
where all Boolean functions have polynomial-size compiled form unless the polynomial hierarchy col-
lapses [SK91, SK96]. To overcome this difficulty one may resort to approximation during compilation.
Approximate knowledge compilation suggests compiling an approximation of the initial function when
the exact compiled form is too large. Before using approximation, one must ensure that introducing
errors is authorized by the context. Indeed, depending on the application of the function to be compiled,
approximation is not necessarily an option, for instance a function that decides whether to administer a
certain drug based on a patient symptoms should never generate erroneous results for obvious reasons.
Even when approximation is an option, the approximation error must be controlled to avoid, for instance,
that a function with hundreds of models out of thousands of truth assignments be approximated by the
constant 0 function.

One canonical area where approximate knowledge compilation makes sense is probabilistic reason-
ing. In this setting, one wants to compile classifiers based on graphical models, for instance Bayesian
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networks, to then reason about the classifiers by querying the compiled representation [CDO03]. The most
important language in this setting is that of circuits in d-DNNF, which allow for efficient (weighted)
model counting and probability computation and are thus particularly well-suited for probabilistic rea-
soning [Dar01b]. Recall that circuits in d-DNNF are generalizations of other important models of com-
putation like OBDD [Bry86] and SDD [Darl1], which have also found applications in probabilistic
reasoning [CD03, CKD13, SCD19b]. Since graphical models like Bayesian networks are almost ex-
clusively inferred by learning processes, they are inherently not exact representations of the world. In
particular for Bayesian networks, the structure of the network can capture the exact dependences between
variables, but the conditional probability tables are approximate. Thus, when reasoning about graphical
models, in most cases the results do no have to be exact but approximate reasoning is sufficient, as-
suming that the approximation error can be controlled and is small. It is thus natural in this context to
consider approximate knowledge compilation. Recently, Chubarian and Turdn [CT20] showed, building
on [GKM™11], that this approach is feasible in some settings: it is possible to compile efficiently ap-
proximations of so-called Tree Augmented Naive Bayes classifiers (TAN) (or more generally bounded
pathwidth Bayes classifiers) into OBDD. Note that efficient exact compilation is ruled out in this setting
due to strong lower bounds for threshold pseudo-Boolean functions, as shown in Chapter 1 of this thesis,
which imply lower bounds for TAN.

Horn Approximations. Approximation was considered already in some of the earliest work on knowl-
edge compilation by Selman and Kautz [SK91, SK96]. Their approximate compilation scheme is to
construct Horn formulas H; and H,, that approximate an input CNF formula ¢ by H; = ¢ = H,.
The purpose of this method is to perform approximate clausal entailment on ¢ (clausal entailment being
tractable on Horn formulas). However, the focus was different in this setting: Horn formulas are not fully
expressive so the question becomes that of understanding the formulas that are the best out of all Horn
formulas approximating a function, instead of requesting error guarantees for the approximation. More-
over the task of efficiently finding an optimal approximation in this scheme has some serious complexity
impediments as pointed out in [KPS93].

DNNF and BDD Approximations. Regarding compilation to the DNNF language, the very first ap-
proximate compilation schemes were given by Darwiche along with the first exact compilation algo-
rithms [DarOla]. The exact algorithms for compiling CNF formulas proposed by Darwiche — and ac-
tually all subsequent top-down compilation algorithms — alternate between conditioning the formula on
partial assignments to its variables and looking for disjoint components of a graph of the conditioned
CNF (hypergraph, primal graph, dual graph, etc.) to create decomposable A-nodes. The proposed ap-
proximation consisted in either ignoring variables or ignoring assignments when conditioning. In another
direction, the approximation scheme introduced in [PD07] — initially as a first step for solving approxi-
mate MaxSAT — modifies the initial CNF formula by replacing some occurrences of variables by fresh
literals before compilation. This replacement can only decrease the primal treewidth of the formula,
a fortiori it decreases the value of known upper bounds on the smallest size of the compiled form in
DNNF, d-DNNF or SDD (which we recall are exponential in the primal treewidth of the formula). After
compiling the modified formula in DNNF, the additional variables can be forgotten to obtain a circuit
in DNNF that approximately computes the initial formula and is entailed by it. These approximation
schemes are mostly concerned with the size of the resulting circuit. No approximation error has been
defined for these schemes, and the only guarantee on the quality of the approximate circuit in DNNF is
that it either entails or is entailed by the initial formula. Since the sublanguages OBDD and FBDD of
DNNF were known and studied before DNNF was introduced, the research on approximate compilation
to these sublanguage has developed independently to that on compilation to DNNF and has been more
concerned with the approximation error. A measure of the quality of an approximate OBDD or FBDD
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has been defined in [BSWO02] as the probability that this circuit disagrees with the initial function on a
random truth assignment. Bollig et al. show that compiling good approximations to OBDD with respect
to this measure is intractable for some classes of functions [BSWO02].

Randomized BDDs. It is common that approximation methods rely on randomization. The randomized
algorithms called Monte Carlo algorithms often have a step where some elements are sampled according
to a probability distribution (often the uniform distribution) over a large set of objects. The algorithm
gains time as it avoids exploring large sets of objects, but in exchange it returns is an estimate of the
correct answer. A usual amplification technique to improve the confidence on the estimate is to perform
several independent runs of the algorithm and to generate a global estimate (like the mean or the median
of the results of every run). As an example, Karger algorithm is a randomized algorithm that generates
a cut of a graph that is close to minimum by randomly sampling edges of the graph to contract [KS96].
OBDDs and FBDDs are, in a sense, programs to search the set of solutions of a function (hence the alter-
nate name “branching programs”) and one can introduce randomization in these circuits by giving them
access to additional nodes called “guess nodes” and to an additional sink labelled by “?””. The circuits are
then called randomized OBDDs and randomized FBDDs. Guess nodes are unlabelled binary nodes, that
essentially introduce non-determinism to the circuit, as do V-nodes in nOBDDs and nFBDDs. Given a
truth assignment, a computation path is constructed in a randomized OBDD (resp. FBDD) circuit like
in a normal OBDD (resp. FBDD), except that when a guess node is met, the child to add to the path is
chosen with probability 1/2 (this is a sampling step). So for a given assignment a randomized OBDD or
FBDD has a certain probability to reach the sink 1. As such, these objects can be used to approximately
represent Boolean functions. The approximation error is the probability that on a random assignment, the
randomized OBDD (resp. FBDD) reaches the wrong sink (the sink 0 or “?” if the assignment is a model
of the function, and the sink 1 or “?” otherwise). In [Weg00, Chapter 11], Wegener gives a collection of
functions that are hard to exactly compile in OBDD and that have small approximations as randomized
OBDDs whose error can be controlled, and also examples of functions that are only computed by large
OBDDs and that cannot be approximated by small randomized OBDDs.

Contributions. Looking at what has been done for approximate compilation to DNNF or OBDD, one
sees that the definition of a “good” approximation (regardless of the size of its compiled form) should
intuitively depends on the reasoning performed on the compiled form. Typically, the expectations in
terms of guarantees for an approximate function seems different when it is queried for clausal entailment
than when it is used for counting. In the latter case, one may want the proportion of satisfying (resp.
falsifying) assignments of the approximation to be close to that of the initial function. While in the
former case one may focus on finding good upper and lower approximations with respect to entailment
as in [SK91, SK96, DarOla]. Then the answer of a clausal entailment query on the initial function is
known when the upper approximation entails the given clause (then so does the initial function) or when
the lower approximation does not entail the given clause (then neither does the initial function). In this
chapter we study two notions of approximations. The first one, that we call weak approximation, is
the one previously used for representing approximations by OBDDs [KSW99, BSW02]. We adapt a
result of [BSWO02] to find an infinite class of functions that are hard to compile in d-DNNF, due to their
large d-DNNF size, and show that the same holds for any of their weak approximations. Then we will
see that weak approximation has shortcomings that make it the wrong notion to use for approximate
model counting when the number of models of the function to approximate is not large enough. We then
remedy the situation by formalizing the new notion of strong approximation. While not formalized as
such, it can be verified that the OBDDs of [CT20, GKM ' 11] are in fact strong approximations in our
sense. We show the existence of an infinite class of functions for which the constant 0 function is a weak
approximation (though a fairly useless one) that is clearly easily represented as a circuit in d-DNNF, but
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such that the d-DNNF size of any strong approximation of the functions is exponential in the number of
variables. The results of this chapter have been published in the article [dCM?20] co-authored with Stefan
Mengel.

2.2 Lower Bounds for Weak Approximation to d-DNNF

In this chapter, we measure the quality of an approximation by looking at how close its sets of models and
counter-models are to that of the initial function. We start by considering the notion of approximation
that has been studied for different forms of branching programs before, see e.g. [KSW99, BSWO02]. To
differentiate it from other notions, we give it the name weak approximation.

Definition 32 (Weak approximation). Let D be a distribution on the truth assignments to X and € > 0.
We say that f is a weak e-approximation of f (or weakly e-approximates f) with respect to D if

Pr [f(a) # flo)] <.

any

When D is the uniform distribution ¢/, the condition of weak e-approximability is equivalent to |{a |
f(a) # f(a)}] < e2m.

Note that weak e-approximation is only useful when € < 1/2. This is because every function has
a trivial (1/2)-approximation: if Pro.p [f(a) =1] > 1/2, then the constant 1-function is a (1/2)-
approximation, otherwise this is the case for the constant O-function. Note that it might be hard to decide
which case is true — for instance if f is given as a formula then deciding whether Pros [f(a) = 1] > 1/2
is the PP-complete problem MAJSAT — but in any case we know that the approximation ratio of one of
the constants is good.

When ¢ < 1/2, weak-approximation used in the context of approximate compilation suffers from
some impediments. Indeed, Bollig et al. [BSW02] show that there are classes of functions such that all
OBDDs computing any e-approximation with respect to I/ have exponential size. We lift their techniques
to circuits in d-DNNF showing that the same functions are also hard for these circuits.

Theorem 9. For every 0 < e < 1/2, there is a class of Boolean functions C such that, for any f € C on
n variables, f can be represented by a formula of size O(poly(n)) but any circuit in d-DNNF computing
a weak e-approximation of f with respect to U has size 22",

The Boolean functions in C are actually bilinear forms on the vector space F75, whose elements are
vectors of n elements in {0, 1}, whose product operator is the element-wise conjunction and whose sum
operator is the element-wise xor (exclusive disjunction). Bilinear forms on [y are function from F5 x o
to F} of the form f(x,y) = ' Ay for x,y € {0,1}" and A an n x n matrix of Os and 1s. These
functions are seen as Boolean functions from {0, 1}" x {0,1}" to {0, 1} and can be written as Boolean
formulas over 2n variables using only the connectors A and & (exclusive disjunction), see Example 18.

It should be clear from the theorem statement that any exact compilation of functions of the class C
to d-DNNF also results in circuits of size exponential in n (since f is a weak-approximation of f). So
the theorem states that there are functions with polynomial-size representation as formulas (though not
CNF formulas) but such that all exact and weak approximate representations in d-DNNF are too large.
The proof of Theorem 9 follows exactly that of Bollig et al. for OBDDs, differing near the end only. A
central element of the proof is the notion of discrepancy.

The discrepancy method. We want to use Theorem 2 to bound the size of circuits in d-DNNF com-
puting a weak e-approximation f of f with respect to some distribution. To this end we study disjoint
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balanced rectangle covers of f. Let r be a rectangle from such a cover.  can make false positives on f,
i.e., have models that are not models of f. The set of false positives of 7 on f is 7=1(1) N £~1(0).
Similarly, true positives are models shared by r and f, i.e., assignments in 7=1(1) N f~1(1). The dis-
crepancy Disc (f,r) of f on r is the difference between the number of false positives and true positives,
normalized by the total number of assignments. Let n = |var(f)], then

Disc (f,r) = [[r= (1) N f7HD)] = [rH(1) N fH0)]| /2"

A small discrepancy indicates that r has few models (i.e., both 7=1(1) N f~1(0) and »~1(1) N f~1(1) are
small) or that it makes roughly as many false positives as true positives on f (i.e., [r~1(1) N f~1(0)| ~
l7=1(1) N f71(1)]). Proving large lower bounds by Theorem 2 is easier when the rectangles of the
balanced cover are small. Intuitively, if all rectangles in a cover of f have a small discrepancy then
either they are small (as desired), or they make many false positives on f and therefore f is not a good
approximation of f. Discrepancy bounds based on this idea have been used before to prove results in
distributional communication complexity [KN97, Chapter 3.5]. We show that when there is an upper
bound on Disc (f, ) for all rectangles 7 in every cover of f , one can obtain a lower bound on the size of
the cover of f .

Lemma 27. Let f be a Boolean function over n variables and let f be a weak e-approximation of f with
respecttoU. Let f = \/f:1 ri be a disjoint (balanced) rectangle cover of f and assume that there is an
integer A > 0 such that Disc (f,r) < A/2" for for all ry. Then K > (|f~(1)| — 2™)/A.

Proof. We have |f # f| =Ha| f(a) # f(a)}|
=17 N FHO)+ 00 F )
=@ 5O+ o )
K

=/ 1= Um0 O =l ') 0 F o))

k=1
> () 23 Dise (f.r)
> 71 (1)] - KA

where the last equality is due to the rectangles being disjoint. The weak e-approximation with respect to
the uniform distribution ¢/ gives that | f # f| < €2™, which we use to conclude. 0

Combining Lemma 27 with Theorem 2, the proof of Theorem 9 boils down to showing that there are
functions such that for every balanced rectangle r, the discrepancy Disc (f, ) can be suitably bounded,
as shown in [BSWO02].

Proof sketch of Theorem 9. The hard functions are particular bilinear forms. Recall that a function f :
{0,1}™ x {0,1}"™ — {0, 1} is a bilinear form if it is linear in each of its two arguments. Every Boolean
bilinear form is characterized by an n x n matrix A over {0, 1} by the relation f(a,b) = a' Ab. Such a
function has 2271 (1 — 27%(4)) models (there are 2" — 2~™(4) vectors b such that Ab # 0 and for each
such Ab there are 2"~ ! vectors a such that ¢ Ab # 0). Bilinear forms can be seen as Boolean functions
from {0, 1}?" to {0, 1}, yet we find convenient to keep the notation f(a,b) and refer to two sets of n
variables X and Y.

A result of particular interest is the following lemma due to Ajtai [Ajt05]. It states that for n large
enough, there exist matrices with a lower bound on the rank of any large enough submatrix.
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Claim 3 (Ajtai Lemma). [Ajt05] Take 0 < § < 1/2 such that §1og(1/5)? < 2716, There exist exponen-
tially many matrices of size n. X n for which each square submatrix of size at least én x on has rank at

least §'n, where §' = /(256 log(1/6))?.

Let f be a bilinear form whose matrix H is that given by Ajtai Lemma and let f be a weak e-approximation
with respect to U, Bollig et al. use the discrepancy method to bound the discrepancy of f with respect to
any rectangle r from a disjoint balanced rectangle cover of f. Their discrepancy bound comes from the
following result shown by Babai et al.

Claim 4. [BHKO1] Let X and Y be sets of variables and | X| = |Y| = n. Let f' : {0,1}X x {0,1}Y —
{0, 1} be a bilinear form characterised by the matrix A, and let ' be a rectangle over X UY with respect

to the partition (X,Y'), then Disc (f,r") < \/Pr, [Ab = 0] = 9—1k(A)/2,

Bollig et al. use several arguments to bound the discrepancy Disc (f,r) from above by a fraction of
Disc (f’,r') with f’ a bilinear form characterised by some submatrix A of size dn x dn of the matrix H
of f. Then using the properties of that matrix H they obtained the following:

Claim 5. [BSWO02, Proof of Theorem 21] Let f a bilinear form whose matrix is that given by Claim 3
and let [ a weak e-approximation with respect to U. We have Disc (f,r) < 9=0'n/2-2 for every rectangle
from a cover of f with respect to a balanced partition, where §' is defined as in Claim 3.

Now let /\kRi(lf ) 71 be a disjoint balanced rectangle cover of f. It follows from Lemma 27 and Claim 5
that

Ao TN —e 27 27l g smj2+2 (1 —8'n/242
Ra(f) = 9—6'n/2—2 = 9—6'n/2—2 = 27" 5 ¢~ 2=

0’ is a constant defined independently of n (because ¢’ depends solely on ¢ which is defined independently
of n) so this proves that the number of disjoint rectangles respecting balanced partition in the cover of f
is 29(") We use Theorem 2 to conclude. O

Theorem 9 is a straightforward generalization of the result on OBDDs in [BSW02] since the d-DNNF
size of a Boolean function is never smaller than a constant factor time its OBDD size, and its actually
exponentially smaller in some cases [DMO02].

2.3 Strong c-Approximations

That some functions have only weak approximations that cannot be computed by small circuits in d-
DNNEF is not the main argument against using weak approximation in approximate knowledge compila-
tion. We discuss another shortcoming of weak approximation and propose a stronger notion of approxi-
mation that avoids it.

Definition 33. Let f be a Boolean function. f is trivially weakly e-approximable (with respect to some
distribution) if the constant 0 function is a weak e-approximation of f.

Considering approximations with respect to the uniform distribution, it is easy to find classes of functions
that are trivially weakly approximable.

Lemma 28. Letc > 0 and 0 < a < 1. Let C be a class of functions such that every function in C over
n variables has at most 2°™ models. Then there exists a constant ng, such that any function from C over
more than ng variables is trivially weakly e-approximable with respect to the uniform distribution.
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Proof. Let ng = 12-1log(L) and choose f any function from C over n > nq variables. Then |{a |
f(a) # fo(a)} = |f~1(1)] < 2%" < £2™. Therefore f; is a weak e-approximation (with respect to the
uniform distribution) of any function of C over sufficiently many variables. O

We remark that similar trivial approximation results can be shown for other distributions if the prob-
ability of a random assignment with respect to this distribution being a model is very small. As a con-
sequence, weak approximation makes no sense for functions with “few” (or “improbable”) models, es-
pecially in the context of model counting. However such functions are often encountered, for example,
random k-CNF with sufficiently many clauses are expected to have few models, see [ACH"21] for the
case k = 2. Furthermore, even for functions with “many” models, one often studies encodings over
larger sets of variables. For instance, when using Tseitin encoding to transform Boolean circuits into
CNEF, one introduces auxiliary variables that compute the value of sub-circuits under a given assign-
ment. Generally, auxiliary variables are often used in practice since they reduce the representation size
of functions, see e.g. [Pre21]. The resulting encodings have more variables but most of the time the same
number of models as the initial function (this is for instance the case of Tseitin encoding). Consequently,
they are likely to be trivially weakly approximable from Lemma 28.

Example 18. The Tseitin encoding of a @ bis z A (ZVaVb)A(ZVaVb) A(zVaVvb)A(zVaVb)
which we shorten as z AT's(z, a®b). For larger xor-sum we define the encoding inductively, for instance
a®b® cisencoded as 2’ ATs(z',z®c) ANTs(z,a®b). We also define the Tseitin encoding of a A b as
2ATs(z,aNb)=2A(ZVa)A(ZVb)A(zVaVb). Toillustrate that encoding can render a formula
trivially weakly approximable, we give the Tseitin encoding of Boolean bilinear forms (which are the
hard functions of Theorem 9). Let us encode

1 10 Y1
f(X,Y):(azl T9 xg) 01 1 Yo
11 1) \y

as the CNF formula

H(X,Y, Z) = Ts(z1,y1 © y2) AT's(22,y2 D y3) AN T's(z3,21 D y3)A
Ts(z5,21 A z1) ANTs(z6, w2 A 22) ANTs(z7,x3 A 23)A
Ts(zg,25 D z6) NTs(z9,27 D 2z8) N\ 29

where Z = {z1,...,29}. We have that f(X,Y) = 3Z.¢(X,Y, Z) and |sat(¢)| = |f~1(1)| = 28. So ¢
is trivially e-weakly approximated for any £ > 28/2'% ~ 0, 00085. <

For these reasons we define a stronger notion of approximation.

Definition 34 (Strong approximation). Let D be a distribution of the truth assignments to X and € >
0. Let f be a Boolean function over X. We say that the Boolean function f over X is a strong e-
approximation of f (or strongly e-approximates f) with respect to D if

Pr [f(a) # fl@)] < Prlf(@) =11,

When D is the uniform distribution ¢/, the condition of strong approximability is equivalent to |{a |
f(a) # f(a)}| < e|lf~'(1)|. Itis easy to see that strong approximation does not have the problem
described in Lemma 28 for weak approximation. Strong approximation has been modelled to allow for
efficient counting. In fact, a circuit in d-DNNF computing a strong e-approximation of a function f
allows approximate model counting for f with approximation factor €.
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Strong approximation has implicitly already been used in knowledge compilation. For instance it
has been shown in [GKM ™ 11] — although the authors use a different terminology — that for € > 0, any
knapsack function over n variables has a strong e-approximation with respect to ¢/ that is computed by an
OBDD of size polynomial in n and 1/e. The generalization of the result to Tree Augmented Naive Bayes
Classifiers (TAN) [CT20] also uses strong approximations. These results are all the more significant since
we know from [HTKY97, dC20] that there exist threshold functions that are only computed by OBDDs
of size exponential in n.

Obviously, a strong approximation of f with respect to some distribution is also a weak approxi-
mation. Thus the statement of Theorem 9 can trivially be lifted to strong approximation. However the
bilinear forms that serve as hard functions for Theorem 9 necessarily have sufficiently many models:
if we are to consider only functions with few models, then they all are trivially weakly approximable.
Yet we prove in the next section that there exist triviablly weakly approximable functions such that the
d-DNNF size of any of its strong e-approximation is exponential in n. Our proof follows the discrepancy
method but relies on the following variant of Lemma 27 for strong approximation.

Lemma 29. Let f be a Boolean function over n variables and let fbea strong e-approximation of f
with respect to U. Let f \/ w—1 Tk be a disjoint (balanced) rectangle cover of f and assume that there
is an integer A > 0 such that Disc (f, 1) < A/2" for for all 7. Then K > (1 —¢)|f~1(1)|/A.

Proof. The proof is essentially the same as for Lemma 27, differing only in the last lines where we use

| # £ < el £7(1)] rather than |f # f| < 2", -

2.4 Large d-DNNF Size for Strong Approximations

In this section, we show a lower bound on the size of circuits in d-DNNF computing strong approxima-
tions of some functions that have weak approximations by small circuits in d-DNNF.

2.4.1 Large d-DNNF Size for Strong Approximations of Linear Codes

The functions we consider are characteristic functions of linear codes which we introduce now: a linear
code of length n is a linear subspace of the vector space {0, 1}". Vectors from this subspace are called
code words. A linear code is characterized by an m x n parity check matrix H over {0, 1} as follows: a
vector a € {0,1}" is a code word if and only if Ha = 0™. The characteristic function of a linear code
is a Boolean function satisfied by exactly the code words and that can thus be represented compactly as a
system of m parity constraints over n variables. Note that the characteristic function of a length n linear
code whose check matrix is H has 2" ~*() models, where rk(H ) denotes the rank of H. Following ideas
developed in [DHJT04], we focus on linear codes whose check matrices H have the following property:
H is called s-good for some integer s if any sub-matrix obtained by taking at least n/3 columns' from H
has rank at least s. The existence of s-good matrices for s = m — 1 is guaranteed by the next lemma.

Lemma 30. [DHJ"04] Let m = n /100 and sample an m x n parity check matrix H uniformly at random
over {0,1}. Then H is (m — 1)-good with probability 1 — 2",

Our interest in linear codes characterized by s-good matrices is motivated by another result from
[DHJ"04] which states that the maximal size of any rectangle entailing the characteristic function of
such a code decreases as s increases.

"Duris et al. [DHJ04] limit to sub-matrices constructed from at least 17/2 columns rather than n/3; however their result
can easily be adapted.
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Lemma 31. [DHJI04] Let f be the characteristic function of a linear code of length n characterized by

the s-good matrix H. Let v be a rectangle with respect to a balanced variable partition and such that
r < f. Then |[r~1(1)] < 22,

Combining Lemmas 30 and 31 with Theorem 2, one gets the following result that was already ob-
served in [Menl6]:

Theorem 10. There exists a class of linear codes C such that, for any code from C of length n, any circuit
in d-DNNF computing its characteristic function has size 2.

In the following, we will show that not only are characteristic functions hard to represent exactly as
circuits in d-DNNF, they are even hard to strongly approximate.

Given the characteristic function f of a length n linear code of check matrix H, f has exactly
2n—k(H) models. When rk(H) = Q(n), f satisfies the condition of Lemma 28, so for every ¢ > 0
and n large enough, f is trivially weakly e-approximable with respect to the uniform distribution. How-
ever we will show that any strong e-approximation f of f with respect to the uniform distribution is
computed only by circuits in d-DNNF of size exponential in 7.

To show this result, we will use the discrepancy method: we are going to find a bound on the discrep-
ancy of f on any rectangle from a disjoint balanced rectangle cover of f . Then we will use the bound in
Lemma 29 and combine the result with Theorem 2 to finish the proof.

Note that it is possible that a rectangle from a disjoint rectangle cover of f makes no false positives
on f. In fact, if this is the case for all rectangles in the cover, then f < f and in this case, lower bounds
can be shown essentially as in the proof of Theorem 10. We assume that no rectangle makes more false
positives on f than it accepts models of f, because if such a rectangle r exists in a disjoint cover of f , then
deleting r leads to a better approximation of f than f . Thus it is sufficient to consider approximations
and rectangle covers in which all rectangles verify [r=1(1) N f=(1)] > |»=(1) N f~1(0)].

Definition 35. Let r be a rectangle. A core rectangle (more succinctly a core) of r with respect to f is a
rectangle ... respecting the same partition as r and such that

1. Teore < f and Teore < T

2. Teore is maximal in the sense that there is no ' satisfying 1. such that |r'~1(1)| > |r;L(1)].

Note that if » < f, then the only core rectangle of r is r itself. Otherwise r may have several core
rectangles. We next state a crucial lemma on the relation of discrepancy and cores whose proof we defer
to later parts of this section.

Lemma 32. Let f be the characteristic function of some length n linear code, let r be a rectangle with
more true positives than false positives on f, and let ... be a core rectangle of r with respect to f, then

Disc (f,7) < —|r=L (1)].

= gn |’ core

Lemma 32 says the following: consider a rectangle r.oe < f which is a core of a rectangle r. If
r accepts more models of f than r¢qe, then for each additional such model, r accepts at least one false
positive. With Lemma 32, it is straightforward to show the main result of this section.

Theorem 11. Let 0 < ¢ < 1. There is a class of Boolean functions C such that for any f € C onn
variables

e f has a compact representation as a system of O(n) parity constraints over var(f),
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o f is trivially weakly e-approximable with respect to U,
e any circuit in d-DNNF computing a strong e-approximation of f with respect to U has size 2.

Proof. Choose C to be the class of characteristic functions for length n linear codes characterized by
(m—1)-good check matrices with m = n/100. Existence of these functions as n increases is guaranteed
by Lemma 30. Let f be a strong e-approximation of f € C with respect to U and let \/k 17TE bea
rectangle cover of f. Combining Lemma 32 with Lemma 31, we obtain Disc (f, 1) < 27non—20m=1),

We then use Lemma 29 to get K > (1 — )22~ "|f~1(1)|/4. The rank of the check matrix of f is at
most m so | f~1(1)] > 2" "™ and K > (1—¢)2"/4 = (1—¢)2*("). We use Theorem 2 to conclude. [

Note that Theorem 11 is optimal with respect to ¢ since for € = 1 there is always the trivial approxi-
mation by the constant 0 function.

It remains to show Lemma 32 in the remainder of this section to complete the proof of Theorem 11.
To this end, we need another definition.

Definition 36. Let (X1, X2) be a partition of var(f). A core extraction operator with respect to f is a
mapping Cy that maps every pair (S1, S2) of sets of assignments to X1 and Xo, respectively, to a pair
(S1,S%) such that

a) Si Q Sl and Sé g SQ,
b) assignments from S x Sb are models of f,
c) if f has no model in Sy x Ss, then S} = S} =0,

d) S and S} are maximal in the sense that for every SY C Sy and every S§ C Sy respecting the
properties a), b) and c), we have |S7||S5| > |SY||S5].

Intuitively S} and S}, are the largest subsets one can extract from S and Sy such that assignments
from S] x S, are models of f. Note that, similarly to rectangle cores, the sets S{ and S} are not
necessarily uniquely defined. In this case, we assume that Cy returns an arbitrary pair with the required
properties. One can show that core extraction operators yield core rectangles, as their name suggests.

Claim 6. Let 1 = p1 A p2 be a rectangle respecting the partition (X1, X2) and denote (A, B) =
Cr (pl_l (1), p2_1 (1)). Then the rectangle 14 N\ 1p is a core rectangle of r with respect to f.

Proof. The rectangle 7o = 14 A 1p respects the same variable partition as . We now justify that it is a
core rectangle for f, as defined in Definition 35:

1. AC pl_l(l) and B C p2_1(1) so rg < r and all assignments in A x B are models of f sorg < f.

2. Assume 7( is not maximal, that is, there exist A’ C pl_l(l) and B’ C pgl(l) such that ' =
1aAlp < fand |[7"~1(1)] > |rg'(1)|. Then |A’||B’| > |A||B|, which contradicts the properties
of Cf.

O
At this point, recall that f is the characteristic function of a linear code for a m x n check matrix H.

Claim 7. Letr = p1/\p2 be a rectangle respecting the partition (X1, X2). Let (A, B) = Cy (p (1), p3 (1))
and consider the core rectangle 1¢ore = 14 N 1p. Let A = pl_l(l) \ Aand B = p; (1) \ B. Then all
assignments in A x B and A x B are false positives of v on f.
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Ay By
VAR TR AN
A 4 B B
VAR TR AN
Ay Ay By By
VAN
0 As  Bs 0

Figure 2.1: An iterative core extraction where [ = 2.

Proof. Index the n columns of H with the variables in X (x; for column 1, x5 for column 2, and so on).
Let H; (resp. H») be the matrix obtained taking only the columns of H whose indices are in X (resp.
X5). Clearly all assignments in A x B and A x B are models of 7, but we will prove that they are not
models of f. For every a’ € A there is b € B such that H(a’,b) = Hya' + Hab # 0™, otherwise the
core rectangle would not be maximal. By definition of A and B, given a € A, for all b € B we have
H(a,b) = Hya + Hyb = 0™, so Hsb is constant over B. Therefore if Hya' # Hab for some b € B then
Hyd' # Hb for all b € B. But then no assignment in {a’} x B can be a model of f and since a’ has
been chosen arbitrarily in A, all assignments in A x B are false positives. The case for A x B follows
analogously. O

For A and B defined as in Claim 7, we know that the assignments from A x B are models of f, and
that those from A x B and A x B are not, but we have yet to discuss the case of A x B. There may be
additional models in this last set. The key to proving Lemma 32 is to iteratively extract core rectangles
from 13 A 15 and control how many false positives are generated at each step of the iteration. To this
end we define the collection ((A;, B;)):E 1 as follows:

e Ay =p;'(1)and By = p; (1),
o fori > 1, (Ai, B;) = Cs(Ag \ Ui} 45, Bo\ U2} By)
e A;q and Bj1 are empty, but for any ¢ < [ + 1, neither A; nor B; is empty.

Denoting A; = Ag \ Ué’:l Ajand B; = By \ Uj’:1 Bj, we can write (4;, B;) = C¢(A;_1, Bi—1) (note
that Ao = A and By = By). Basically, we extract a core (14, A 1p,) from r, then we extract a core
(La, A 1p,) from (13, A 1, ), and so on until there is no model of f leftin A; x By, in which case no
core can be extracted from (13, A 1, ) and Cy(A;, By) returns (0, 0). The construction is illustrated in
Figure 2.1.

Claim 8. For any i > 0, all assignments in F; = (A; x B;) U (A; x B;) are false positives of r on f.
Furthermore for every i # j we have F; N F;j = {.

Proof. For the first part, it is clear from Claim 7 that assignments in A; X B, and A; x B; are false
positives of 1y Alp.  on f, and since 13, Alg | <, they are indeed false positives of 7 on f.
For the second part, let j > i > 0, F; = (A; x B;) U (4; x B;) and F; = (A; x Bj) U (A; x B;) are
disjoint because both A; and Zj are disjoint from A; and both B; and Ej are disjoint from B;. O

Claim 9. The function \/é:1 (La, A1p,) is a disjoint rectangle cover of v \ f. Furthermore, if 1 respects
a balanced partition, so do all rectangles in \/2:1 (La, A1g,).
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Proof. By construction, the functions (14, A 1p,) are rectangles with respect to the same partition as r.
So if r is with respect to balanced partition, so do these rectangles.

For all i there is (A; x B;) € 7~ 1(1),50 \/'_, (14, A1p,) < r. And by definition of Cf, assignments
from A; x B; are models of f, so \/’lizl(ﬂAi ANlp,) <rAf.

To prove equality, assume that there exists a a model of r and f that is not a model of \/2:1(]1 A; N
13,), thatis, a does not belong to any A; x B; fori > 0. Then by Claim 3, a must be in A; x B; (figure 2.1
may help seeing this), but since A; x B; contains no models of f, this contradicts our assumption.

This proves that \/ﬁz1 (La, A 1p,) is a rectangle cover of A f. The only thing left to prove is that
the rectangles are disjoint. To see this, it is sufficient to observe that, for all i > 1, A; C A,;_1 which is
disjoint from A;_; and B; C B;_; which is disjoint from B;_;. ]

With Claim 8 and Claim 9, we can now prove Lemma 32.

Proof of Lemma 32. Claims 8 and 9 show that | J._, (A; x B;) = r—'(1) N f~'(1) and that
U'_, ((Ai x B;) U (A; x B;)) € (1) N f~(0), and that these unions are disjoint. First we focus on
the models of f covered by 7.

l l
P )N O = ) TAIBi = fregre(D] + ) 144 |Bil (*)
=1 =2

where rcore = 14, A 1p, is the first (therefore the largest) core rectangle extracted from r with respect
to f. Now focus on the false positives of 7 on f

WO S (1ABi + A1 B)
>3 (AillBia| + A |1Bi)
The maximality property of Cy implies |A;||B;| > |Ai41||Biy1], but then
|Ai1|[Bis1| < max(|As[| Bital, [Aia[|Bil) < |Ail|Biga| + [Ais1]| Bil
Thus using (x) it follows that:

OO = ) N )] - ()]

By assumption, r accepts more models of f than false positives so Disc (f,7) = (|r~*(1) N f~1(1)| —
l7=1(1) N £71(0)])/2"™ and the lemma follows directly. O

2.4.2 Large d-DNNF Size for Strong Approximations of Tseitin Formulas

The hard functions of Theorem 11 are of the form x; A --- A X, where each yx; is an even parity
constraint (so a constraint of the form Zx@ar(xi) xz =0 mod 2). Such functions are easily represented
as Boolean formulas using @ (xor) and A connectives. An interesting question is whether the result holds
for functions given to us in another format. In this section we show a particular case of Theorem 11 where
the hard functions are CNF formulas whose size are linear in the number of variables.

The idea is to use CNF formulas that represent systems of parity constraints that are more restricted
than the characteristic functions of linear codes used in Theorem 11, in particular we will use specific
satisfiable Tseitin formulas. Let us explain why we do not want to directly use CNF representations
or CNF encodings of the hard functions used in Theorem 11. Let us first recall that the distinction
between “CNF representations” and “CNF encodings” is that CNF encodings can use auxiliary variables
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while CNF representations cannot: a CNF encoding of f(X) is a CNF formula ¢(X,Y") such that
Y.o(X,Y) = f(X), while a CNF representation of f(X) is a CNF formula ¢(X) such that p(X) =
f(X). Our only canditate for CNF representations of x1 A - -+ A Xy, requires representing each y; as a
CNF of 29" (xi)~1 djstinct clauses where each clause contains all variables of x; and has an even number
of literals that are non-negated variables (so an even number of literals of the form ¢, = x). Let us call
this the canonical CNF representation.

Example 19. The canonical CNF representation of x :  +y + z = 0 mod 2 — or equivalently x :
x®y®z=0-isthe CNF formula (zVyVZ)A(x VGV 2z)A(TVyVz)A(TV7YyVZ).Itcontains
olvar(x)I=1 — 92 — 4 clauses, each containing an even number of literals among {z,y,z}. <

Let n be the number of variables in x1 A - -+ A X, If a single constraint contains more than O(log(n))
variables, then the size of the canonical CNF representation is not polynomial in n. Proving large lower
bounds on the d-DNNF size of large CNF formulas is not significant enough. Unfortunately, almost all
systems of constraints used to prove Theorem 11 have only CNF representations whose size is exponen-
tial in the number of variables. Indeed these systems of constraints are characteristic functions of linear
codes whose parity check matrices are m X n matrices that are (m — 1)-good, where m = n/100. By
Lemma 30, sampling every entry of the m x n matrix independently and uniformly at random in {0, 1}
gives an (m — 1)-good matrix with high probability. But the expected number of 1s in any row of such
matrices is /2 and by Chernoff bound, some row has €2(n) 1s with high probability. In other words if
the system of constraints is constructed using Lemma 30, then with high probability it contains a parity
constraint over €)(n) variables, thus the canonical representation of the system has size at least 2.

Using CNF encodings instead, one can ensure that the size of the CNF remains polynomial in n, see
for instance the CNF encoding in Example 18 for bilinear forms (that can easily be adapted for systems
of parity constraints). But if strong approximations of f(X) are impossible to represent by small circuits
in d-DNNF, it is not obvious for us that the same applies to strong approximations of its CNF encodings.
It could be that a CNF encoding ¢(X,Y") has strong approximations ¢(X,Y") that have small circuits
in d-DNNF, because it is not clear how to obtain in polynomial time a strong approximation of f(X)
from a circuit in d-DNNF computing ¢(X,Y’). In particular it not clear that 3Y.¢(X,Y") should be a
strong approximation of f(X) (even though 3Y.¢(X,Y) = f(X)). Even if 3Y.¢(X,Y) was a strong
approximation f(X) of f(X), it is generally impossible to existentially forget variables from a circuit
in d-DNNF in polynomial time while preserving determinism [Dar(02a], thus knowing that f (X) has
exponential d-DNNF size would not be sufficient to derive the same for ¢(X,Y).

So using CNF encodings of systems of parity constraints to extend Theorem 11 seem difficult, and
using their canonical CNF representations is inappropriate if these CNF representations get to large. In
this section we show that we can extend Theorem 11 for specific systems of parity constraints whose
canonical representations are provably small (that is, polynomial in the number of variables). In particu-
lar we use satisfiable Tseitin formulas.

Theorem 12. Let 0 < ¢ < 1. There is a class of satisfiable Tseitin formulas T such that for any
T(G)eT

e T'(G) is CNF formula of size O(|E(G)|) = O(Jvar(T(G))|)
o for |var(T(G))| large enough, T'(QG) is trivially weakly e-approximable with respect to U,

e any circuit in d-DNNF computing a strong e-approximation of T (G) with respect to U has size
2 (|var(T(G))),

First, the Tseitin formulas studied in this section are all of the form T'(G,0), that is, the charge
function assigns every vertex to 0. It is not too difficult to see such formulas as characteristic functions
of linear codes.
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Example 20. The Tseitin formula for the following graph
x5

I
Tq

L3

where all gray vertices all have charge 0, is
T(G,0) =(Z1 V a3) A (21 VEZ) A (T3 V 25) A (24 V T5)A
(x1 V2o VT) A (TTV 2o Vas) A (zy VI3 Vas) A (TT VTV IT5)A
(SIZQ V x5 \/ﬁ) A (TQ\/IE;}, \/334) A (1‘2 VT3V$4) VAN (TQ\/TZ}\/@)

It is the canonical CNF representation of the system of parity constraint (x; + z3 = 0 mod 2) A (x4 +
x5 =0 mod 2) A (21 + 22+ x5 =0 mod 2) A (22 + 23+ x4 =0 mod 2), and thus of the equation

1010 0\ [™ 0
0001 1||™ 0
1100 1|]®]7]Y
01110/ |™ 0

i 0

So this Tseitin formula represents the linear code whose parity check matrix is the 4 x 5 matrix above. <«

Since the models of Tseitin formulas 7'(G, 0) are linear codes, Lemma 32 applies and, for a rect-
angle r with more true positives than false positives on 7'(G,0), we have that Disc (T'(G,0),r) <
ﬁ |7eoke (1)] Where rcore is a core rectangle of r with respect to T/(G, 0).

To prove Theorem 12, we are going to make Adam and Charlotte play the adversarial rectangle cover
game on a strong approximation f of T'(G,0). The two players know that f approximates 7'(G, 0) and
Adam will use this knowledge when choosing partitions for the rectangles. Before that we introduce the

class of graphs for the Tseitin formulas.

Lemma 33. There is an infinite class G of graphs such that, for every G € G, all vertices of G have
degree 3, G has maximum degree 3, and tw(G) = Q(|V(G))).

Proof. Tt is known that there exists an infinite class G’ of graphs that are 3-regular (that is, all vertices
have degree 3) and whose treewidth is £2(n), where n is the number of vertices, see for instance Theorem
5 and Proposition 1 in [GM09]. For each graph G € G’ whose treewidth is at least 3, we use Lemma 26
to construct a topological minor H of G that is 3-connected and that has the same treewidth has G, then
we add it to G. Since the three operations to construct topological minors (isolated vertex deletion, edge
deletion and subdivision elimination) can only decrease the maximum degree of the graph, all vertices
of H have degree at most 3. Furthermore, since H is 3-connected, no vertex in H has degree 0, 1 or 2,
for the neighbours of such a vertex would be a separator of H of size at most 2. So G is indeed a class of
graphs that are 3-connected, whose vertices all have degree 3, and that have linear treewidth.

Finally, we show that G is infinite. Since G’ is infinite and since tw(G) = Q(|V(G)|) for G € G', we
can choose an infinite sequence G, G, . .. of graphs in G’ such that the sequence tw(G1), tw(Ga), . . .
is strictly increasing. Calling H; the topological minor of G; that is placed in G, we obtain a sequence
Hy, Ho, ... of graphs in G such that tw(H;) = tw(G;). So the sequence tw(H), tw(Hs), . .. is strictly
increasing. Thus G’ is infinite. ]
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We are now ready to prove Theorem 12.

Proof of Theorem 12. We choose the class G of graphs of Lemma 33. For G € G, the Tseitin formula
T(G,0) contains O(|V(G)]) clauses of size at most 3 (because G has maximum degree 3). We have that
B(G)] = X pev e deg(v) = LEEL S0 IT(G,0)] = O(|E(G)]) = O(Jvar (T(G, 0)))).

T(G,0) is satisfiable and, by Lemma 10, since G is connected, T(G,0) has 2/E(@I-IV(GH+1 =
IE(G)/3+1 — glvar(T(G0)I/3+1 models. By Lemma 28, for |E(G)] large enough, T/(G,0) is trivially
weakly e-approximable (with respect to ).

Now we prove that the d-DNNF size of a strong e-approximation f of T/(G,0) (with respect to )
is exponential in |var(T(G,0))|. To this end we make Charlotte and Adam play the adversarial disjoint

rectangle cover game to cover f. Let k = 2tw(G)/3.

First Charlotte chooses an assignment a € f~!(1) and a vtree T over var(T(G,0)). Then Adam
chooses a cut of 7" exactly as in the proof of Theorem 5, that is, a cut of 7" such that every rectangle of
T(G, 0) respecting the resulting partition IT of var(T(G,0)) accepts at most 2/Z(G)=IV(@)=k+1 models
of T(G,0). Next, Charlotte chooses a rectangle r with respect to IT such that r < f. By Lemma 32,
we have that Disc (T/(G,0),7) < 271F@l|1 (1)| where 7 is a core rectangle of r with respect to
T(G,0). Since a core rectangle respects the same partition as the initial rectangle (even if this partition
is not balanced), we have that 7. is a rectangle with respect to II such that 7.ore < T'(G,0). It follows
that

Disc (T(G, 0), r) < 2 E(@=IVIG)I=k+1 /9| EG)]

At the gnd of the game, Charlotte and Adam have aset ry,...,rg of disjoint rectangles such that
r; < f, and r; verifies the above inequality, and f = r; V --- V rg. So using Lemma 29 with

A = 2E@G)=IV(G)=k+1 then we obtain that
K > (1 —¢)|sat(T(G,0))|/2F@=IVIAI=k+1 — (1 _ g)ok = 9%tw(&)) — 9(jvar(T(G,0)])

Finally, by Theorem 8, f has d-DNNF size 2¢(lvar(T(G.0)D) O

2.5 Conclusion and Perspectives

We have formalized and studied two notions of approximations in knowledge compilation. We have
called them weak and strong approximations and we have presented functions that are hard to approxi-
mate by circuits in d-DNNF with respect to these two notions. In particular, we have shown that strong
approximations by circuits in d-DNNF generally require exponentially larger circuits in d-DNNF than
weak approximations.

Let us sketch some directions for future research. One obvious question is to determine for which
classes of functions there are efficient algorithms computing approximations by circuits in d-DNNF.
In [CT20], it is shown that this is the case for certain Bayesian networks and for certain probability
distributions over the variable assignments. It would be interesting to extend this to other settings to
make approximation more applicable in knowledge compilation.

Another question is defining and analyzing more approximation notions beyond weak and strong
approximations. In fact, the latter was designed to allow approximate (weighted) counting as needed in
probabilistic reasoning. Are there ways of defining notions of approximation that are useful for other
problems, say optimization or entailment queries? For entailment queries, notions of approximation
measuring the probability that a clause (resp. a term) is entailed (resp. entails) by both the function and
its approximating circuit come to mind. But one can also envision defining good approximating circuits
as pairs of “sandwiching” estimators (one that entails the initial function, the other that is entailed by

61



Chapter 2. Lower Bounds for Approximate Knowledge Compilation

it), like the approximating Horn formulas of Selman and Kautz [SK96]. Then the guarantees of the
approximation could be the existence of a sequence of sandwiching estimators that converges towards the
initial function (which is generally not the case of the estimators of Selman and Kautz) with a controlled
growth in size between successive pairs of estimators.

A more technical question would be to determine lower bounds for circuits in DNNF, so non-
deterministic circuits. In that setting, different rectangles may share the same false positives in which
case our lower bound techniques based on discrepancy break down. Since we have a fairly good knowl-
edge of techniques to prove lower bounds on the DNNF size of Tseitin formulas — which we have used
to show Theorem 12 for circuits in d-DNNF — we leave the following open question as future work.

Open question 1. Is there a denumerable class of graphs G such that, for ¢ fixed, all strong e-approximations
of T(G,0) for G € G have DNNF size 2¢2(Ivar(T(G.0)))9
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Applications of Lower Bounds Inside and
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Chapter 3

Lower Bounds on Intermediate Results in
Bottom-Up Compilation

In this chapter we give a first application of our lower bound on the DNNF size of satisfiable Tseitin
formulas proved in Chapter 1. We study a paradigm for compiling CNF formulas to structured languages
such as str-DNNF, SDD or OBDD called bottom-up compilation. This paradigm has for specificity that
it generates a sequence of intermediate circuits in the compilation language to construct the compiled
form of the input formula. We describe a framework for bottom-up compilation that generalizes the
behaviour of all practical bottom-up compilers that we are aware of. Then, relying on the lower bound of
Theorem 5, we construct classes of CNF formulas that are guaranteed to generate intermediate circuits
that are much larger than both the input CNF formula and the output circuit.

3.1 Bottom-Up Compilation

There are mainly two approaches for compiling a system of constraints into DNNF: top-down compila-
tion and bottom-up compilation. The former roughly consists of remembering the trace of an exhaustive
backtracking algorithm exploring the whole solution space [HDO05], while the latter iteratively conjoins
circuits in DNNF computing constraints of the system. Thus a bottom-up compiler needs an efficient pro-
cedure to perform (binary) conjunctions of circuits in DNNF. In practice the procedure is encompassed in
the so-called apply function which, given two circuits in DNNF and a binary Boolean operation (from a
given list), computes a circuit in DNNF that represents the function resulting from applying the operation
on the two circuits. The most general fragment of DNNF known to have an efficient apply function for
conjunctions is the language str-DNNF of circuits in DNNF structured by a vtree [PD08]. As a conse-
quence, in practice, bottom-up compilers target sublanguage of str-DNNF such as SDD [Dar11, CD13]
or OBDD [Bry86, Som09].

Bottom-up compilation is appealing from a theoretical perspective as we can establish a framework
that describes the general behaviour of bottom-up compilers and abstract away implementation details.
This framework gives us a nice environment for rigorous theoretical analysis of the efficiency of bottom-
up compilers. We start by describing this framework. Let L be a language whose circuits are structured
by vtrees and let L be the subclass of L where circuits are structured by a fixed vtree T'. Let us make
two assumptions on L:

(H1) There is a polynomial-time procedure that compiles any clause C' to L for any fixed vtree 1" such
that var(C') C var(T). We denote the circuit returned by the procedure by Compile(C, T).

(H2) There is a polynomial-time procedure that, for any vtree 7', given two circuits D, D’ € Ly, returns
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3.1. Bottom-Up Compilation

another circuit in Ly equivalent to D A D’. We denote by Apply(D, D', A) the circuit returned by
the procedure.

Fact 1. Hypotheses (HI) and (H2) are satisfied when L = SDD and when L = str-DNNF. They are
also satisfied when L = OBDD assuming T is a linear vtree.

Note that hypotheses (H1) and (H2) are not satisfied by each sublanguage of str-DNNF. For instance
for L = dec-DNNFNstr-DNNF, while it is known that L is complete, not every clause can be computed
by a circuit in L7 when 7' is a non-linear vtree.

Example 21. Let L = dec-DNNF N str-DNNF and consider the clause C' = =V y V 2z V w. Let T

be the vtree and suppose there exists a circuit D in L computing C. Let A be the

T Y oz w
mapping from the nodes of D to the nodes of T'. Every variable of C'is essential so var(C) = var(D).
Let v be D’s root node. It is already readily verified that v cannot be labelled by 0, by 1, or by a literal.
If v is a A-node, then A(v) must be the root node of T, for otherwise var(D,) = var(\(v)) would not
be equal to var(C). So there exist two functions f : {0,1}{#%} — {0,1} and ¢ : {0,1}{*} — {0,1}
such that D(z,y,w, z) = f(x,y) A g(w, z) = C. But then both f(1,0) A g(0,0) and f(0,0) A g(1,0)
evaluate to 1, so f(0,0) A ¢(0,0) also evaluates to 1, which cannot be for otherwise we would have
CAZTAYAZAW = 1. So v is not a A-node either. The only choice left is that v is a decision node.
Say (without loss of generality) that v is a decision node labelled by = and call vy and v; its 0- and
1-child, respectively. A decision node is a compact representation of a circuit made of one V-node and
two A-nodes as shown in Figure 3a. Let ug and u; be the hidden A-nodes with D,, = A D,, and
D,, = x A D,,. By structured decomposability, we have A(u1) = A(up). So either A(ug) is the root of
T, but then var(D,, ) Uvar(D,,) C {w, z} and y does not appear in D, or A(up) is the left child of the
root of 7', but then var(D,, ) Uvar(D,,) C {y} and w and z do not appear in D. In both cases we have
that var(D) # var(C), a contradiction. So D does not exist. <

Practical bottom-up compilers may implement a procedure that can modify the vtree of a circuit while
preserving the function it computes, we call that procedure Restructure. Given D € L (and possibly a
vtree T') Restructure returns another circuit D’ € L equivalent to D, with var(D’) = var(D), but whose
vtree may differ from that of D (D" € Ly if T is specified). We make no assumption on the running time
of Restructure. One can imagine that Restructure performs an intractable task, for instance minimizing
the input circuit in L (possibly in Ly if a vtree T’ is specified). In other words, Restructure could be used
to minimize circuits, which is NP-hard even when I = OBDD [BW96, Sie02]. But one can also imagine
that Restructure tries to find a circuit D’ equivalent to D and smaller than D by performing several
transformations on D that modify slightly its vtree, see for instance the SDD minimization in [CD13].
While it is important to keep in mind that bottom-up compilers have access to that procedure Restructure,
the lack of running-time guarantees and the possible differences of implementation between compilers
incite us to abstract that procedure. So we assume that a bottom-up compiler can arbitrarily manipulate
any circuit in L in constant time as long as it returns another circuit in L that computes the same function.
More formally, given any circuit D € L, the compiler can generate any circuit D’ € L equivalent to D
in O(1) time.

Definition 37 (Bottom-up compilation). Let L be a class of circuits structured by vtrees and let L C L
be the class of circuits of L structured by a fixed vtree T. Assume (HI1) and (H2) hold for L. An L(A,1)-
compilation of a CNF ¢ to L is a finite sequence of circuits D1, Da, ..., Dy in L culminating in Dy = ¢
and such that, for each i € [N,

65



Chapter 3. Lower Bounds on Intermediate Results in Bottom-Up Compilation

B; = Compile(z1 V T3, )

By = Compile(Z7 V 2, )

B3z = Apply(B1, B2, \)

By = Compile(z1 V 22 V x3,7)

. ﬁ
B; = Compile(z1 VT3 V T3, ') Restructure

BG - Apply(B47 B5a /\)

By = Restructure(Bs, 7') @ @
0”1

B8 = Apply(Bﬁ7 B77 /\)

X
Ar/)ply(B4, Bs, /;)

R
APPIY 51, Bz, 1) (2)
with m(x1) < w(z2) < 7(x3) & S & o
and 7T/(332) < 7T/(l’1) < 71'/(1'3) @\4 v V/, v D\ \ly:y’l
0 1 0 1 0 1 0 1

T T T T
Compile Compile  Compile Compile

r1VTz2 T1VIT2 z1Vrxe2Vr3 T1VI2VIT3

Figure 3.1: An OBDD(A, r)-compilation.

e D; = Compile(C,T) for some clause C of ¢ and some vtree T', or
e D; = Apply(Dj, Dy, A\) with j, k < i and D; and Dy, respect the same vtree, or
e D; = Dj with j < i and the circuits may respect different vtrees.

An L(N)-compilation is an L(A, r)-compilation where only the first two rules are available. When ¢ is
unsatisfiable and when the satisfiability of a circuit in L can be tested in polynomial time, we assume
that Dy is a single node labelled by 0. In this case we talk of L(A,r)-refutations and L(A)-refutations.

Example 22. Figure 3.1 shows an bottom-up compilation to OBDD of the CNF formula (21 VZ2) A(Z1V
x2) A (z1V 2V xg) A (T1 VT2 V T3) where restructuring is allowed thanks to a Restructure procedure.
Vtrees are replaced by variable orderings in the example. This is done without loss of generality since the
vtrees respected by OBDDs are linear and correspond to orderings, or permutations, of X. A sequence
of instructions that leads to an OBDD representing the input CNF is written on the left. <

As discussed before, regarding the third rule of Definition 37, the time needed to obtain D; from D); is
not taken into account since the lower bounds that we seek are on the size of intermediate circuits. We do
not even assume that D; = Dj is easily verifiable in our framework. The “r” in “L(A, r)-compilation”
indicates that this third rule (the restructuring rule) is allowed. In contrast, an L(A)-compilation is
a bottom-up compilation where all intermediate circuits respect a common vtree. We will focus on

str-DNNF(A, ) compilations and refutations.
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We are interested in the amount of memory used when compiling CNF formulas bottom-up. Re-
gardless of implementation details, a bottom-up compiler that fits our framework must keep every D;
in memory at some point. Note that the whole sequence D1, ..., Dy never has to be kept in memory
entirely since earlier D; can be deleted from memory when they are not needed any more. Thus, the size
of the largest intermediate result

max | D;|

1<i<N
is a lower bound on the space needed, a fortiori on the time taken, by the compilation process. Our
framework is general enough to encapsulate practical bottom-up compilers to SDD [CD13] and to
OBDD [Som09] so all lower bounds that we can prove on the size of intermediate results apply to
these compilers. We are not aware of any practical implementation of bottom-up compilers to str-DNNF
that does not target a sublanguage of str-DNNF.

One can envision a bottom-up compilation process whose input formula and whose final circuit are
much smaller than the biggest intermediate circuit, i.e., max(|F|,|Dy|) < max;<;<y |D;|. Then,
using a bottom-up compiler appears intuitively wasteful. This is most visible when compiling unsatisfi-
able CNF formulas as the smallest compiled form is a single node labelled by O and yet, its bottom-up
compilation may require a large memory space to store intermediate circuits.

The size of the D; can differ dramatically depending on the sequence of apply operations, i.e., the
order with which the clauses are conjoined. However, our main result for this chapter is to show that
there are formulas that have constant-size representations as circuits in str-DNNF but for which every
possible str-DNNF(A, r)-compilation must produce big intermediate results.

3.2 State of Bottom-Up Compilation and Contribution

We review what is known on the bottom-up compilation paradigm.

Successive Clause Aggregation. In a compiler like the one included in the SDD package, the CNF
formula is compiled into the target language by aggregating the clauses one by one to a main circuit that
will be the compiled form in the end. This approach can be represented in our framework by assuming
that all Apply operations are of the form Apply(D, Compile(C), A) for some clause C' of the formula. For
example the bottom-up compilation represented Figure 3.1 does not follow this approach since the last
Apply combines two OBDDs, none of which computes a clause. This approach raises the question of the
order with which the clauses are fed to the Apply. Indeed it has been noticed experimentally that choosing
a “bad” order to aggregate clauses can significantly increase the size of intermediate circuits [NW07,
HDO04]. In particular, Narodytska and Walsh ([NWO7]) introduce heuristics for choosing an order in
which to conjoin the clauses to try to decrease the size of intermediate OBDDs and show experimentally
that it works well when compiling certain configuration problems bottom-up.

Practical Bottom-Up Compilers. As mentioned earlier, there exist practical bottom-up compilers or
packages for manipulating circuits from which bottom-up compilers can be “easily” crafted, in partic-
ular the SDD package? to compile into the language SDD and the CUDD package® to compile into
the language OBDD [Som09]. Both packages provide an implementation of the Apply function for the
conjunction and for other operations (disjunction, exclusive OR, etc.), and even ready-to-use compilers
for the SDD package. They also enable restructuring the SDDs or OBDDs. For both packages, re-
structuring consists in navigating the space of possible structures to find one that decreases the size of

Zhttp://reasoning.cs.ucla.edu/sdd/
3https://github.com/ivmai/cudd

67



Chapter 3. Lower Bounds on Intermediate Results in Bottom-Up Compilation

the circuit: the CUDD package, gives access to a wide range of algorithms that modify the variable-
ordering of an OBDD - for instance algorithms described in [Rud93, PSP94, PS95, BLW95] — and the
SDD package gives access to a set of functions that allow to navigate the space of all possible vtrees
over the variables of an SDD [CD13]. In both packages, restructuring is used for minimization purposes,
and can be triggered dynamically (usually when the size of the circuit exceeds a certain threshold). As
a side note, bottom-up compilers have also been developed for functions beyond Boolean functions that
are out of the scope of this thesis. For instance, real-valued functions whose variables take value in {0, 1}
can be compiled into arithmetic decision diagrams (ADDs) using compilers like SALADD*[Sch15] or
the CUDD package as it also allows to manipulate ADDs.

Existing Lower Bounds. Lower bounds on the size of intermediate results in bottom-up compilations
have been studied through OBDD-based refutation (or proof) systems, see for instance [Kra08, Seg08,
TSZ10, FX13], so in the case when the formula to be compiled is unsatisfiable. We are not aware of
refutation systems using circuits in str-DNNF that are not OBDD or branching programs. This is largely
explained by the fact that refutation systems have the requirement that every step of a refutation must
be verifiable in polynomial time. This is not the case of str-DNNF(A, r)-refutations since testing the
equivalence of two circuits in str-DNNF is generally intractable. However, testing the equivalence of
two OBDDs is feasible in polynomial-time [GM94b], so OBDD(A, r)-refutations are verifiable and fit
in the definition of a proof system. Since OBDDs are generally exponentially larger than circuits in str-
DNNEF, lower bounds on str-DNNF (A, r)-refutations are even more significant. Moreover, restructuring
is not always allowed in the OBDD-based refutation system while it is in our framework for compilation.
Indeed, the bounds in [Kra08, Seg08, TSZ10, FX13] are stated for OBDD-based refutations in which the
variable order can be arbitrarily chosen at the beginning of the refutation but cannot be changed on-the-
fly. Also we do not require any specific order in which the clauses are conjoined, which is a restriction
used for some bounds in, e.g., [FX13].

The research that is the closest to our work has been conducted by Itsykson, Knop, Romashchenk
and Sokolov in [IKRS20]. They show lower bounds for OBDD(A, r)-refutations of specific unsatisfiable
CNFs that are exponential in the number of variables. They work on the class of unsatisfiable Tseitin
formulas whose underlying graphs are regular algebraic expanders, and on a class of formulas encoding
the pigeon hole principle (PHP). For the latter class, they show the following

Theorem 13. [IKRS20, Theorem 3.17] Let PHP;* = N2 (pia V- - -VDin) ANj—1 Niir (Pi VDir 5) be
an encoding of the pigeon hole principle for n holes and m pigeons, then every OBDD(A, r) refutation
of PH P! produces an intermediate circuit of size at least 282(n),

Their lower bounds for Tseitin formulas are very closely related to the results proved in this chapter
as they deal with unsatisfiable Tseitin formulas 7'(G, ¢) for particular graphs G. In [IKRS20], the graphs
are supposed to be (d, n, a)-expander graphs, that is, graphs on n vertices, whose vertices all have degree
d, and such that the absolute value of the second largest eigenvalue of the adjacency matrix, or spectral
expansion’, is not greater than cud. When the underlying graph of an unsatisfiable Tseitin formula is an
(d,n, «)-algebraic expander, they show the following:

Theorem 14. [IKRS20, Theorem 3.14] For d a constant large enough and o another constant small
enough, every OBDD(A, ) refutation of an unsatisfiable Tseitin formula whose underlying graph is an
(d,n, a)-algebraic expander produces an intermediate circuit of size at least 282(n),

“https://www.irit.fr/ Helene.Fargier/BR4CP/CompilateurSALADD.html
5Often the spectral expansion will be 1 minus the absolute value of the second largest eigenvalue of the adjacency matrix
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A close inspection at the proofs of the two theorems above reveals a common pattern that can roughly
be summed up as: look at the last Apply of the OBDD(A, r)-refutation, let it be Apply (B, B’, A),
then show that given B and B’ one can construct in polynomial time an OBDD computing a satisfiable
function whose smallest equivalent circuit in OBDD has exponential size. Then B or B’ must have ex-
ponential size. For Theorem 13, this function is P.H P}, which encodes all k! ways to place k pigeons in
k holes, with k = §2(n). For Theorem 14, it is a satisfiable Tseitin formula T'(G’, ¢) with G’ an algebraic
expander graph that have 2(n) vertices. Then the proof of both theorems requires an exponential lower
bound on the size of OBDDs computing PH P} or T(G/, c).

Contributions. Our contributions are the following results:

Theorem 15. Let G be a graph on n vertices whose maximum degree is at most A. Every str-DNNF (A, 1)

refutation of an unsatisfiable Tseitin formula T'(G, ¢) produces an intermediate circuit of size at least
QQ(tw(G)/A)poly(n).

Theorem 16. There is a class F of satisfiable CNF formulas such that every ¢ € F is computed by a cir-
cuit in str-DNNF of constant size, but every str-DNNF (A, ) compilation of ¢ produces an intermediate
circuit of size at least 220 poly(|var(p)|), where tw() is the primal treewidth of ¢.

Theorem 15 improves over Theorem 14 in two directions. First, we look at str-DNNF(A, ) refu-
tations, that encompass OBDD(A, r) refutations and can be expected to be more space efficient since
the str-DNNF size of a function is fewer, and sometimes exponentially fewer, than its OBDD size (for
instance every DNF formula can be turned into a circuit in str-DNNF for any vtree in polynomial-time,
but some DNF formulas have exponential OBDD size). Second, our theorem reaches the same conclu-
sion as Theorem 14 when restricted to (d, n, a)-algebraic expander graphs, but encompass a larger class
of graphs and is parameterized on the treewidth of G, rather than on the spectral expansion of G. In
all fairness, given Theorem 5, the proof of Theorem 14 would also hold for str-DNNF (A, r) refutations
with only a few modifications. So the main contribution from our side is to have shown the exponential
dependence on the treewidth. Spectral expansion and treewidth are more or less related. On the one hand,
the spectral expansion of a graph that has more than one connected component is 0 while the treewidth
of such a graph can be linear in the number of vertices. On the other hand, in the case of constant-degree
graphs the ratio tw(G)/n, where n is the number of vertices, is tightly linked to the spectral expansion
when this one is constant. Indeed it is known that a constant spectral expansion for a constant-degree
graph is equivalent to a constant vertex expansion (whose definition we omit) [HLWO06], that a graph has
constant vertex expansion only if its treewidth is linear in the number n of vertices, and that a graph has
treewidth 2(n) only if it has a subgraph whose vertex expansion is constant [GM09]. When restricted
to (d,n, «)-algebraic expander graphs, our theorem reaches the same conclusion as Theorem 14, but
our theorem generalizes Theorem 14 as it does not assume constant spectral expansion in the premises.
In addition we think that it is nice that our theorem shows a dependence on a monotone parameter like
treewidth, that is, if H is a subgraph of G then tw(H) < tw(G) (spectral expansion is not a monotone
property of graphs, see for instance the case of disconnected graphs).

The proof of Theorem 15 follows the pattern behind Theorem 14: use the circuits from the last
Apply to construct in polynomial time a circuit in DNNF representing a satisfiable Tseitin formula, then
use Theorem 5 to conclude that one of the two input circuits must be large. Yet, our proof has differences
due to the dependence on the treewidth of the underlying graph rather than its spectral expansion. This
forces us to use heavy machinery from graph theory to show intermediate results on graph bipartitions
that maintain a large treewidth on both side of the partition.

The results of this section have been published in the article [dCM22b] co-authored with Stefan
Mengel.

69



Chapter 3. Lower Bounds on Intermediate Results in Bottom-Up Compilation

Succeeding Lower Bounds. A few months after the our contribution has been presented in [dCM22b],
Itskyso, Razianov and Smirnov proved that the OBDD(A, r)-refutations of unsatisfiable Tseitin formulas
for every graph G (and not only graphs whose maximum degree is bounded) generate intermediate
circuits of size at least 22(tw(G)) [IRS22, Theorem 3.1]. Itsykson et al. refer to our work in [dCM22b] and
remark that their result can be extended to str-DNNF (A, r)-refutations [IRS22, Remark 3.7]. These are
very neat results that generalized ours. Moreover the proof avoid complicated (but in itself interesting)
machinery from graph theory that we use.

3.3 Refuting Tseitin Formulas in str-DNNF (A, r)

In this section we show that there are classes of CNF formulas of size polynomial in the number
of variables and that have constant size representations in Str-DNNF, but such that str-DNNF (A, 7)-
compilations of these formulas create intermediate circuits of exponential size (in the number of vari-
ables). To this end we study the space complexity of str-DNNF (A, r)-compilations of unsatisfiable
Tseitin formulas whose underlying graph is connected. We parameterize our bounds by the treewidth
of the graph. Recall that for exponential lower bounds to be relevant, we need an input CNF formula
whose length is polynomial in the number of variables and that we achieve this by restricting our study
to graphs of maximum degree bounded by some constant A. This is a common restriction that leads to
an upper bound of || x 227! on the number of clauses in the Tseitin formulas.
Let us first recall two properties of circuits in str-DNNF that we will use several time.

Proposition 1. There is an algorithm that, given a circuit D in str-DNNF respecting the vtree T' and
an assignment a to a set of variables, returns a circuit in str-DNNF respecting T and computing D|a in
time O(|D| x |var(a)|). We often denote this circuit directly by D|a.

Proposition 2. There is an algorithm that, given two circuits D and D' in str-DNNF respecting the same
vtree T, returns a circuit in str-DNNF respecting T and computing D N\ D' in time O(|D| x |D'|).

We start with a simple observation that essentially says that, given a bottom-up compilation of a
function f, one can easily infer a bottom-up compilation of f|a, for any partial assignment a. This will
be useful in several upcoming proofs.

Lemma 34. Let ¢ be a CNF formula and D1, ..., Dy be a str-DNNF(A, r)-compilation of ¢. Let a be
a partial assignment to var (), then D1|a, ..., Dyla is a stt-DNNF (A, r) compilation of ¢|a.

Proof. For every i between 1 and N let D} be D;|a. By Propsition 1, |D}| < |D;| and D} and Dj respect
a common vtree. We have Dy = ¢, so Dy, = ¢|a follows. We will prove that, for every i, either Dg 1S
a circuit in str-DNNF computing a clause of F'|a, or there are j, k < i such that D} = AppIy(D;-7 Dj, N)
where all three circuits respect a common vtree, or there is j < ¢ such that D] = D;- and the vtree of D)
and D} may differ.

Take an arbitrary ¢ between 1 and N. If D; is a circuit in st--DNNF computing a clause C' of ¢,
that is, D; = C, then D} = D;|la = Cla and C|a is indeed a clause of ¢|a. Otherwise if D; is the
circuit in str-DNNF returned by Apply(D;, Dg, A), then D; = D; A Dy, and all three circuits share a
common vtree. Then D; = Djla = (D; A Di)la = Djla A Dila = D; A Dj. Since the vtree is
not modified by conditioning we can feed D and Dj; to an Apply to obtain D] = Apply(D’, Dj, A).
Finally in the case when D; is equivalent to D; with potentially a vtree modification, it is clear that
DQ:Di]aEDj]a:D;-. ]

We will prove our main result, Theorem 15, later in this section after some discussion and prepara-
tions. First, note that there are graphs of bounded degree with treewidth linear in the number of vertices,
see e.g. [GMO9]. It follows that there are formulas where the intermediate results have exponential size.

70



3.3. Refuting Tseitin Formulas in str-DNNF (A, r)

Corollary 2. There is a denumerable family of unsatisfiable CNF formulas such that every formula on
n variables has O(n) clauses and all its str-DNNF(A, r)-refutations produce intermediate results of
size 28,

This can also be inferred from the findings of Itsykson et al., summarized in Theorem 13 and Theo-
rem 14, modulo modifications of their proofs to make them work for str-DNNF (A, )-refutations instead
of OBDD(A, r)-refutations.

Lower bounds on large intermediate results for str-DNNF(A, r)-refutations might look somewhat
unconvincing since they only talk about the compilation of unsatisfiable formulas, a setting in which
costly compilation can be substituted by a usually much less expensive single call to a SAT solver.
In fact, some knowledge compilers, e.g. the top-down knowledge compiler D4 [LM17], make a call
to a SAT solver before trying to compile the input to avoid wasting time when compiling unsatisfiable
instances. However, equipped with Lemma 34, we can lift them to satisfiable formulas that are computed
by constant size circuits in str-DNNF with a simple trick.

Theorem 16. There is a class F of satisfiable CNF formulas such that every ¢ € F is computed by a cir-
cuit in str-DNNF of constant size, but every stt-DNNF (A, r) compilation of ¢ produces an intermediate
circuit of size at least 22 poly(jvar(¢)|), where tw(¢) is the primal treewidth of ¢.

Proof. Consider a class of unsatisfiable Tseitin formulas 7 = {T'(G) | G € G} for any denumer-
able class of graphs G whose degree is bounded by a constant, and let = be a fresh variable not used
in any of these formulas. For each T(G) let F'(G) be the formula 7'(G) with the additional literal
x added to all clauses. Clearly, F'(G) = x V T(G) = =, so the smallest circuit in str-DNNF com-
puting F'(G) consists of a single input node labelled by x. By Lemma 34, given a str-DNNF(A, r)
compilation of F'(G), we can condition all intermediate circuits in str-DNNF on = = 0 to obtain a str-
DNNF(A,r) refutation of T'(G). Since conditioning does not increase the size of circuits in str-DNNF,
it follows from Theorem 15 that str-DNNF (A, r) compilations of F'(G) produce intermediate circuits of
size 22((E) poly (jvar(T(G))]) = 220G poly(jvar (F(G))|).

Now the primal graph of F'(G) is the same as the primal graph of 7'(G) with an additional vertex v,
for the variable = which is connected to all other vertices. Thus, for any tree decomposition of the primal
graph of T'(G), one can add v,, to every bag of that decomposition to obtain a tree decomposition of the
primal graph of F'(G). It follows that the primal treewith F'(G) is at most the primal treewidth of T'(G)
plus one. The result then follows from Lemma 12 which states that, since the degree of GG is bounded by
a constant, the primal treewidth of 7'(G) is within a constant of tw(G). O

As a first step towards Theorem 15, let T'(G) be unsatisfiable where G = (V, E) is connected. We
look at the very last Apply in the str-DNNF(A, r)-refutation of 7'(G):

-DN = Apply(D£7 DT, /\)

where Dy = 0 and D! and D" are two satisfiable circuits in st--DNNF structured by the same vtree.
Roughly put, we proceed as follows:

1. We prove that there is a partition (A, B) of V such that both G[A] and G[B] have treewidth
Q(tw(G)).

2. For that partition we show how to construct from D and D" in polynomial time a circuit D* in
str-DNNF computing a satisfiable Tseitin formula T'(G[A]) or T(G|[B]).

3. From Theorem 5 we derive that | D*| = 22((G)) and use | D*| = O(|D?| x |D"|) to conclude.
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For convenience we denote G4 = G[A] and G = G[B]. In the second step, we can not really control
which of T'(G 4) or T(Gp) is satisfiable. But the first step frees us from worrying about this: since both
G 4 and G have large treewidth, D* has size exponential in the treewidth of G regardless of whether it
represents 7'(G 4) or T'(Gp).

We can already build toward the proof of Theorem 15 by assuming that the following two lemmas
hold.

Lemma 35. goodPartition Let G = (V, E) be a 2-connected graph with maximum degree . There is a
partition (A, B) of V such that G[A] is connected, G[B] is 2-connected, and min(tw(G[A])), tw(G[B])) >

L%(ZG)J where o > 0 is a fixed universal constant.

Lemma 36. technicalLemma Let Apply(DY, D", A) be the last step of a st-DNNF(A,r) refutation
of T(G,c) where G is 2-connected. Assume that there is a partition (A, B) of V such that G[A] is
connected, G[B] is 2-connected, and both G[A] and G[B] have treewidth at least 2. Then there is a
circuit in str-DNNF of size O(|D¥| x |D"|) computing a satisfiable Tseitin formula whose underlying
graph is G[A] or G[B] (potentially minus one vertex).

We will also use the following result from [BK06] which we reformulate to simplify notations.

Theorem 17. [BKO6] Let G be a graph with a 1-separator u. Then G — u contains a connected
component G' = (V' E") such that tw(G) = tw(G[V' U {u}]).

Proof of Theorem 15. First, using Lemmas 35 and 36 and Theorem 5, we prove the result when G is 2-
connected. Let A be an upper bound on the maximum degree of all our graphs. Fix a graph G = (V, E)
and consider the partition (A, B) of V given by Lemma 35. Let k¥ = tw(G) and n = |E(G)|. We
can choose the constant hidden in 2(%) of the statement so that the theorem becomes trivial whenever
|ak/A?| < 2, hence we assume |ak/A?| > 2 in the remainder.

The conditions on (A, B) described in Lemma 36 are met so we obtain a circuit D* in str-DNNF
computing a satisfiable Tseitin formula 7'(G*) where G* is G 4, or G g, or G 4 minus one vertex, or G
minus one vertex. In any case we have that tw(G*) > min(tw(G4), tw(Gp)) — 1. By Proposition 2 we
have | D*| < 7 x |D?| x |D"| for some v > 0. Now Theorem 5 says that there is a constant 5 > 0 such
that |D*| > 28%/2% /n. So we have min(|D?|,|D"|) > 2°%/2A4% /(~yn). This completes the proof in the
case when G is 2-connected.

Now we show how to go from the general case to the case when G is 2-connected. Assume G has
a l-separator {u} and let Uy, ..., U, be the vertex sets of the connected components of G after removal
of u. We know from Theorem 17 that there is some i € [s] such that tw(G[U; U {u}]) = tw(G), say
i = 1. Now there is a proper subset £/ C E(u) such that removing E’ from G yields two connected
components G4 and Gp, with U; U {u} C A. So E' = E(A, B) and, by Lemma 11, we can choose
an assignment a to E’ such that T(G)|a = T(G4) A T(Gp) where T(G p) is satisfiable and T'(G 4) is
unsatisfiable.

Let ap be a satisfying assignment of 7'(Gp). Using Lemma 34 we can condition any str-DNNF
(A,r)-refutation of T'(G) on the assignment a U ap to obtain a str-DNNF (A,r) refutation of T'(G 4)
without size increase. G 4 has fewer 1-separators than G and tw(G 4) = tw(G). We repeat the procedure
until obtaining a str-DNNF (A,r) refutation of T'(G’), where G’ is a subgraph of G that has the same
treewidth of G and has no 1-separator. So G’ is 2-connected, and the refutation of 7'(G") obtained is at
most as large as that of 7'(G)) we have started from. O

3.4 From Unsatisfiable to Satisfiable Tseitin Formulas (Lemma 36)

Given a str-DNNF (A, r) compilation of a CNF formula ¢ producing a sequence D1, ..., Dy of circuits
in str-DNNF, we call clause(D;) the set of clauses of ¢ that were used to construct D;.
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Example 23. In the OBDD(A, r) compilation represented in Figure 3.1, the set of clauses for the OBDD
Bs is clause(Bs) = {x1 V T2, 71 V 22}. <

Recall that for a parity constraint x, clause(y) is the set of clauses of its equivalent canonical CNF.
That is C' € clause(y) if and only if var(C) = var(x) and the number of non-negated literals of C'
(literals of the form ¢, = x) is odd if  is an odd parity constraint, and even otherwise. One can observe
that if an assignment a to var(x) falsifies a clause C' € clause(x), then it satisfies every clause in

clause(x) \ {C}.

Example 24. Let x :  + y + z = 1, this is an even parity constraint where var(x) = {z,y, 2} so
clause(x) ={(zVyVZz),@VyVz),(TVyVz),(rVyVz)} The assignment a to {z,y, 2} defined
by a(z) = a(y) = 1 and a(z) = 0 falsifies the clause (T V 7 V z) but it satisfies the remaining clauses
(xVyVZz),(@VyVz)and (x VyV z). <

Definition 38. A parity constraint x is called incomplete in a CNF formula ¢ when clause(x) N
clause(p) # clause(x). Otherwise it is called complete in ¢.

Given a circuit D in str-DNNF from a str-DNNF (A, ) compilation of a CNF formula ¢, x is called
incomplete in D when clause(x) N clause(D) # clause(x). Otherwise it is called complete in D.

Incomplete constraints are defined in such a way that y is called incomplete in ¢ even when all
clauses of clause(x) \ clause(¢) are entailed by ¢. It is readily verified that there is a constraint x,, (G, c)
that is incomplete in a subformula ¢ of T'(G, ¢) if and only if ¢ is a proper subformula of T'(G, ¢). It is
also clear that for every circuit D in str-DNNF form a str-DNNF (A, ) compilation of T'(G, ¢), except
the last one, there is a constraint x, (G, c) that is incomplete in D for some v € V (G).

Lemma 37. Let T(G, c) be a satisfiable Tseitin formula where G is connected, let E' C E(G) and let
G’ be the graph G where the edges E' have been removed. If G' is connected, then for every assignment
ato Xgr, T(G,c)|a is satisfiable.

Proof. For every v € V(G), let E'(v) = E(v) N E'. Let ¢ : V(G') — {0,1} be such that ¢/(v) =
c(v) + X yep (v) W(Tuw) mod 2. Then T(G, ¢)|a = T(G', ¢'). Since G’ is connected, by Lemma 9 we
simply have to show that 3,y ¢/(v) = 0 mod 2. Note that V/(G') = V(G).

Z d(v) = Z (c(v) + Z a(Zyy)) mod 2

VeV (G) veV(G) uEE! (v)
= Z c(v) +2 x Z a(xz.) mod 2
veV(G) c€E
= Z c¢(v) =0 mod 2
veV(Q)
Where the last equality comes from Lemma 9 applied to T'(G, ). O

Lemma 38. Let T'(G, c) be an unsatisfiable Tseitin formula. If G is 2-connected, then every proper
subformula of T'(G, ¢) is satisfiable.

Proof. Let F be a proper subformula of T'(G, ¢) and let C' € clause(T (G, ¢)) \ clause(F). Let a be the
unique assignment to var(C') that falsifies C. To prove the lemma, we show that F'|a is a subformula of a
satisfiable Tseitin formula. Let v € V(G) be the unique vertex such that C' € clause(x, (G, ¢)). Recall
that the charge function ¢ + 1,, mod 2 is equal to ¢ except on v. Since G is connected, by Lemma 9,
T(G,c+ 1, mod 2) is satisfiable.
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Now let F” be defined by clause(F") = clause(F) \ clause(x,(G, ¢)). Since a satisfies all clauses
of x4 (G, ¢) but C, we have that Fla = F’|a. Observe that F” is a subformula of (G, c + 1, mod 2)
so F'|a is a subformula of T(G, ¢ + 1, mod 2)|a. We know that T'(G, ¢ + 1, mod 2)|a is a Tseitin
formula, so it remains to justify that it is satisfiable.

Let G’ be the graph G where v has been removed and let ¢’ : V(G’) — {0, 1} be the charge function
defined by ¢/(u) = ¢(u) +1 mod 2 if u € N(v) and a(zy,) = 1, and ¢'(u) = c(u) otherwise, then
T(G,c+1, mod 2)la =T(G', ). Since G is 2-connected, we have that G’ is connected, so Lemma 37
gives us that T'(G’, /) is satisfiable. O

Observe that for x, (G, ¢) a parity constraint of the Tseitin formula 7'(G, ¢) and a a partial variable
assignment, x, (G, c)|a is a parity constraint of the Tseitin formula T'(G, c)|a.

Lemma 39. Let F be a subformula of T'(G, c) and assume that there is a partition (A, B) of V' such
that both G 4 and G are connected and have treewidth at least 2. Suppose the constraint x,(G, c) is
incomplete in F. Let C € clause(xy(G,c)) \ clause(F) and write C = C' v C" where C" is the
restriction of C to Xg(a p). Let a be an assignment to X g p) that falsifies C". Then x,(G,c)|a is
incomplete in F|a.

Proof. T(G,c)|a is a Tseitin formula T'(G’, ¢) where V(G’) = V(G) and e € E(G’) if and only if
e € E(G) and the corresponding variable is not in var(a). We prove that x,(G’, ¢’) is incomplete in
Fa. In particular we show that C” is a clause of x,(G’, ¢') that is not in F'|a.

First we explain why C” is in clause(x,(G’, ¢')). Since C! = C'a, and since C' € T'(G, ¢), C’ must
be a clause of T'(G, ¢)|a = T(G', ). Moreover clause(T(G', ")) = U, ey clause(x,(G’', ¢')) and the
clauses of x,(G’, ¢) are exactly the clauses of T'(G’, ¢') whose set of variables is var(x,(G’, ’)). Since
var(C") = var(x,(G', )) it follows that C’ € clause(x, (G, ).

Now suppose that C’ € clause(F'|a). So there is a clause I € clause(F) such that T'ja = C'. We
show that I' is not a in clause(x, (G, ¢)). Suppose we have I' € clause(x,(G, c)). Sovar(I') = var(C)
and we write I' = T" vV I where T is the restriction of ' to X g4 p). Now Xp(a ) Nvar(T) =
Xpga,py Nvar(C), so T'la = T" Vv (I'"|a). Note that a falsifies T otherwise I'la would be 1, so
I'la = TV = C". But since var(I'"") = var(C") and since a falsifies both C”" and T'"”, it follows that
C”" =T". Thus " = C, a contradiction.

Now that we know that I' ¢ clause(x.,(G,c)) we consider two cases. If [var(C’)] > 1 then
let u,w € V(G) be distinct vertices such that {xyy, Zyw} € var(C’). Then {Zyy, Tyw} C T and
since X, (G, c) is the only constraint of 7'(G, ¢) that contains both z,,, and x,,, it follows that I" €
clause(x, (G, ¢)), a contradiction.

Otherwise |var(C")| = 1, say var(C’) = {xyy}. Then since in T'(G, ¢) the variable x,,, appears
only in the clauses of x, (G, c) and in the clauses of x, (G, c), it follows that T' € clause(xy(G,¢)).
But then a assigns a value to all variables of X, except x,,, and to all variables of X g, except Ty .
Which means that v is a connected component of G’, so uw is either G[A] or G[B], which contradicts
the fact that tw(G[A]) and tw(G[B]) are at least 2. O

The proof of Lemma 36 intuitively works by considering the following two cases:
1. For some D € {D*, D"}, at most two constraints for vertices in B are incomplete in D.
2. For every D € {D’, D"}, at least three constraints for vertices in B are incomplete in D.

By Lemma 11 we have T(G, ¢)|a = T(G 4, c2) AT(G g, c2) for every assignment a to XE(a,B)> which
we recall is the set of variables corresponding to the edges that have one endpoint in A and the other in
B. In the first case, we assume that almost all constraints x, (G, ¢) for v € B are complete in D. Then
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we choose an assignment a to X4 py such that T(Gp, c}) is satisfiable. Each clause in clause(D)
either belongs to |, 4 clause(x, (G, c)) or belongs to | J, . 5 clause(x, (G, c)), the idea is then to “ex-
tract” in polynomial time from D a circuit in str-DNNF computing the CNF formula whose clauses are
Uuer clause(x. (G, c)). This formula is almost T'(G'g, c% ), since there are only two constraints for ver-
tices in B that are incomplete in D. Then we conjoin to the extracted circuit the few missing constraints
without increasing its size too much, so that it computes 7'(G g, ¢} ). In the second case, many constraints
Xo(G, ¢) for v € B are incomplete in both D’ and D". In that case, we can choose an assignment @ to
XE(a,p) such that T'(G 4, ¢} ) is satisfiable. Then we can work on D" and D* using transformations that
can only decrease the size of the circuits and finally we conjoin the resulting circuits in polynomial time
to get a circuit in st-DNNF computing 7'(G 4, ¢% ).
We will illustrate each case using the following example.

Example 25. Consider the Tseitin formula for the following graph G. Let V = {1,2,3,4,5,6,7,8} be
its set of vertices. For every two vertices 4, j € V' connected by an edge in G, we will denote by x;; (or
xj;) the variable for the edge between 7 and j. The charge of each vertex is indicated by a color code:
gray vertices have charge 0 and white vertices have charge 1. Since the graph is connected and since
there is an odd number of white vertices, by Lemma 9 the corresponding Tseitin formula is unsatisfiable.

h R 5

We will use A = {1,2,3,4} and B = {5,6,7,8}. So Xpa By = {225, 236, v47}. The constraint for
i€{1,2,3,4,5,6,7,8} is denoted by ;. <

Lemma 40 (Lemma 36, case 1). Use the notation of Lemma 36. If for some D € {Df, D"} at most two
constraints of T'(G, c¢) for vertices of B are incomplete in D, then there is a circuit in str-DNNF of size
O(|D|) computing a satisfiable Tseitin formula whose underlying graph is G g or G g minus one vertex.

Proof. Let F be the CNF formula such that clause(F) = clause(D). D is satisfiable, so there is an
assignment a to X4 py such that F|a is satisfiable. Clearly F'|a is a subformula of T'(G, c)|a.

By Lemma 11, we have T'(G, ¢)|a = T(G a,ca) AN T(Gp, cg) for some charge functions c4 and cp
over A and B, respectively. Thus we write F'la = F4 A Fp where F'4 is a subformula of T'(G 4, c4) and
Fp is a subformula of T'(Gp, cp). Let ag be an assignment to var(F4) satisfying F4 (a4 must exist
otherwise F'|a is unsatisfiable) and observe that, since var(F4) Nvar(Fp) = (), we have D|a U ay =
(Fa N Fp)lag = Falaa N Fp = Fp. Now we consider two cases:

e In the first case, T'(Gp, cp) is satisfiable. Since at most two constraints x, (G, ¢) for v € B are in-
complete in F', we have that at most two constraints ., (G g, cg) for v € B are incomplete in F. If
no constraint of 7'(G'g, ¢g) is incomplete in Fip, then Fg = T(Gp, cp), then DjaUay = T(Gp, cp)
and by Proposition 1 we have |D|a U as| = O(|D]|). Now suppose there are two constraints
Xu(GB,cp) and x,(Gp, cp) incomplete in F (choose u = v for the case of a single incomplete
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constraint). One can construct two circuits D,, and D, in st-DNNF that compute x,(Gp,cp) and
xu(G B, cB), that both respect the same vtree as D, and whose size is O(A) = O(1). Finally, using
Propositions 1 and 2 we obtain a circuit in str-DNNF computing D|(aUax) ADy,AD, = T(Gpg,cp)
whose size is O(|D|).

e In the second case, T'(Gp, cp) is unsatisfiable. Let C' € clause(T(Gp,cp)) \ clause(Fg) (C
must exist, otherwise Fip and F'|a would be unsatisfiable), let v be the vertex of B such that C' €
Xv(GB,cp), and let a, be the unique assignment to var(C') that falsifies C. Let FJ; be the sub-
formula of Fiz whose clauses are clause(Fg) \ clause(x,(Gp,cp)). We have that a, satisfies all
clauses of x,(Gp,cg) except C, so Fgla, = Fj|a,. Now observe that F; is a subformula of the
satisfiable Tseitin formula T'(Gp, cg + 1, mod 2). Thus Fj|a, is a subformula of T'(Gp, cp + 1,
mod 2)|a, = T(G'g, ) where G'5 is Gp without the vertex v, and g is defined by cz(u) =
cp(u)+ay(2y,) mod 2ifu € Ng,(v) and by ¢z (u) = cp(u) otherwise. Since G is 2-connected,
we have that G’ is connected, so Lemma 37 gives us that T'(G'y, ¢5 ) is satisfiable.

Finally, D|aUa 4 Ua, is equivalent to F';|a,, and at most two constraints of T'(G’5, ¢z ) are incomplete
in Fj;|a,, so using the same argument as in the first case, we find a circuit in str-DNNF of size O(| D))
that computes T'(G'g, cp).

O]

We illustrate the construction described in the above proof using the following example.

Example 26. For the Tseitin formula 7'(G, ¢) shown in Example 25, say that we have a circuit D in
str-DNNF where

clause(D) = {(x25 V Ts6 V T58), clauses for x5

( [ ]
(236 V Ts6 V Te7), (T36 V T56 V Te7), (T36 V 56 V Te7), (36 V 256 V T67), [clauses for xe]
(x47 V To7 V T78), (Ta7 V 267 V T73), [clauses for x7]
( [ ]

258 V T78), (T8 V X78), ...} clauses for xg

and all clauses not shown are clauses of x1, x2, x3 or x4. For the vertices of B (that is vertices 5, 6, 7
and 8) we have that ys and xg are complete in D and that x5 and x7 are complete in D. We are in the
situation where at most two constraints for B are incomplete in . Now consider the assignment a to

Xp(a,p) defined by a(z25) = a(x36) = a(ws7) = 0. Then T(G, c)]a is the Tseitin formula represented
by the following figure:

T(G )  T(Gg)
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We have T'(G)|a = T(Ga) AN T(Gp) where T(G 4) is satisfiable and T'(G ) is unsatisfiable. Let
a4 be any model of T'(G 4, c4) then we have

clause(D|aU aa) = {(Ts6 V x58), (Tze V Ter), (56 V T67), (Ter V T78), (258 V T78), (Tss V 278) }

Again we have that the constraints of 7'(G ) for 5 and 7 are incomplete in D|a U a 4 and the constraints
of T(G ) for 6 and 8 are complete in D|a U a 4. The circuit D|a U a4 is satisfiable but T'(G g) is not, so
we are in the second subcase of Lemma 36, case 1. We consider the clause (x56 V T53) of T'(Gp) that is
not in clause(D|a U a4). We denote by a5 the unique assignment that falsifies as, so as(z56) = 0 and
a(zsg) = 1. Then we have

clause(D]aUay Ud') = {(xe7), (Ter V T73), (v78) }

Now (z¢7) A (Te7 V T7s) A (278) is a subformula of the following satisfiable Tseitin formula:

and we just have to conjoin D|aUa 4 Ua’ with the circuit in str-DNNF that computes the few constraints
for this Tseitin formula that is incomplete in D]a U a4 Ua’. Here we have to conjoin D|aU a4 U a’ with
a circuit in str-DNNF that computes xg7 + 73 = 1 mod 2. <

Now we move on to the second case of Lemma 36.

Lemma 41 (Lemma 36, case 2). Use the notation of Lemma 36. If for every D € {D* D"} at least
three constraints of T'(G) for vertices of B are incomplete in D, then there is a circuit in str-DNNF of
size O(|D¥| x |D"|) computing a satisfiable Tseitin formula whose underlying graph is G 4.

Proof. Let F* and F" be the CNF formulas such that clause(F*) = clause(D’) and clause(F") =
clause(D"). Apply(D*, D", A) is the last apply of the refutation so we must have F* A F™ = T(G). Let
a be an assignment to X4 ). By Lemma 11, T(G, ¢)|a is of the form T'(G a,c}) A T(G g, c). For
convenience we drop some superscripts a. Since F** and F" are subformulas of T'(G, c), it follows that

Fla=F{ANF5 and F'la=FyAFg

where F and F"; are subformulas of T(G 4, c4) and F'§ and F'%, are subformulas of T(G g, cp).

Claim 10. Assume there is an assignment a to X4 gy such that T(G a,ca) and F'la and F"|a are
satisfiable. Then there is a circuit in str-DNNF of size O(|D"||D*|) that computes T(G 4, c4).

Proof. Using Proposition 1 we obtain a circuit D¢|a = F*|a in st-DNNF of size O(|D|*) and another
circuit D"|a = F"|a in str-DNNF of size O(|D|"). Since D* and D" are structured by the same vtree, so
are D%|a and D"|a. By assumption F*|a and F"|a are satisfiable so let a’; be a model of F§ and let a’y
be a model of F'%,. Using Proposition 1 and the fact that var(F4) Nvar(F%) = var(F})Nvar(Fg5) = 0,
we have that

Dfl(aUdy)=F4 and D"|(aUdp) = F}
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are two circuits in str-DNNF structured by the same vtree and of respective size O(|D?|) and O(|D"|).
It then suffices to use Proposition 2 to obtain a circuit in st-DNNF computing

DY(aUdas) AD"|(aUal) = F{ANFy =T(Ga,ca)

and whose size is O(|D" || D*|). O

In the rest of the proof we explain how to construct the assignment a of Claim 10. By assumption
a constraint of T'(G, ¢) for a vertex u” € B is incomplete in D" and three constraints of T'(G, ¢) for
ut, vl w’ € B are incomplete in D. The latter three vertices are distinct, so at least two of them are
different from u”. Suppose, without loss of generality, that u™ # v¢ and u" # w’. For convenience,
rename u = u”, v = v’ and w = w’. Let C,, be a clause of x, (G, c) that is not in clause(D") and let
C, and C,, be clauses of x, (G, c) and x,,(G, ¢) that are not in clause(D"). We write C,, = C!, v C",
Cy = C, Vv Gy and G, = Cy, v Oy where Cyj, Cyf, Cy are the restrictions of C., Cy, Cyy to X g4 By,
respectively. Note that C!, or C)/ or C!; may be empty. Let E”(u), E”(v) and E” (w) be the set of edges
corresponding to var(C/), var(Cl) and var(C}), respectively. By definition, all three sets are subsets

of E(A, B).

Claim 11. We have E(A, B) # E"(u) U E"(v) or E(A, B) # E"(u) U E" (w).

Proof. If E"(u) = 0 or E"(v) = ) or E”(w) = 0, then the claim holds because otherwise E(A, B)
would be a subset or F(u), or a subset of E(v), or a subset of F/(w), which is not possible since G is
2-connected.

Otherwise, if neither E” (u) nor E”(v) nor E”(w) is empty, then the three sets are pairwise disjoint
since u,v,w € B. So if E(A,B) = E"(u) U E"(v) were to hold, then we would have E(A, B) #
E"(u) U E” (w) because otherwise E” (v) = E”(w) # () would hold, which is impossible. O

Suppose, without loss of generality, that E(A, B) # E”(u) U E”(v). Let a!l and a! be the assign-
ments to var(C),) and var(C))) that falsify C, and C./, respectively (if C!/ is empty then so is a,, and if
C! is empty then so is a)). Conditioning T'(G, ¢) on a,, U a!/ gives an unsatisfiable Tseitin formula on
the graph G’ obtained by removing E”(u) U E”(v) from G. Since G, G 4, and G are connected, and
since E”(u) U E”(v) is a proper subset of E(A, B), we have that G’ is connected. Using Lemma 11,
again since E”(u) U E"(v) is a proper subset of E(A, B), we have an assignment a to Xp4 py that
extends a/) U al and such that T(G, ¢)|a = T(Ga,ca) NT(Gp,cp) where T(G 4, c4) is satisfiable and
T(Gp, cp) is unsatisfiable.

Now we have Ff|a = Ff‘ A ng and F"|a = Fy A F}; where Ff1 and F'; are satisfiable (because
T(G 4, cy) is satisfiable). Recall that C,, ¢ clause(D") and C, ¢ clause(D’). By construction, a
falsifies C), and C!/, moreover by assumption, both G4 and G p are connected and have treewidth at
least 2, thus by Lemma 39 the constraints (G, ¢)|a and x,(G, c)|a are incomplete in D"|a and D’|a,
respectively. Since v and v belong to B, it follows that F’ fg and Fj; are proper subformulas of 7'(G g, cg).
Then since G g is 2-connected, by Lemma 38 we have that both Fé and Fj are satisfiable. Finally since
var(Fq) Nwvar(Fg) = var(F%) Nvar(FL) = ), we have that F*|a and F"|a are satisfiable. At this
point we invoke Claim 10 to finish the proof. O

Again we use running example to describe the construction of the circuit in str-DNNF in the second
case.
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Example 27. For the Tseitin formula 7'(G, ¢) shown in Example 25, suppose that D¢ and D" have the
following clauses

clause(D ) {(T25 V 56 V T58), (x5 V T5p V T58), [clauses for x5]
(x36 V T56 V Te7), (T36 V Tse V Te7), [clauses for x¢]
(x47 V To7 V T78), (Ta7 V 267 V T738), [clauses for x7]
(z58 V T78), (Tos V 278) [clauses for s]
o} [clauses for x1, X2, X3, X4]
clause(D") = {(x25 V 56 V T53), (T25 V Tog V Tss), [clauses for 5]
(T36 V T56 V T67), (¥36 V T56 V To7), [clauses for ]
(Ta7 V Te7 V x78), (47 V T67 V 278), [clauses for x7]
(r58 V T78), (Tag V w78), [clauses for xs]
o} [clauses for x1, X2, X3, X4]

The constraint yg is complete in both D¢ and D". The constraints x5, x¢ and 7 are incomplete in
both D’ and D". We are in the second case of Lemma 36. We take a clause missing from D* and
a clause missing from D". We choose clauses for distinct parity constraints: (x25 V Z56 V Tsg) €
clause(xs) \ clause(D*) and (ZT3g V w56 V To7) € clause(xe) \ clause(D"). The restriction of the two
clauses to X g4 gy is (z25) and (Z36), respectively. We consider the assignment a” to {xe5, 236} that
falsifies the two restricted clauses, so a”(x25) = 0 and a”(z36) = 1. Then T(G, ¢)|a” is the Tseitin
formula described by the following figure:

A B

We want to assign z47 a value so that the Tseitin formula over A is satisfiable. So we extend a” to the
assignment a defined by a(x25) = 0 and a(x36) = a(x47) = 1. Then we have T'(G, ¢)|a corresponding
to the following figure:

T(Gp) is unsatisfiable, but using a’ we have ensured that some clauses of 7(G) are not in D*|a and
that some clauses of 7'(Gg) are not in D" |a:

clause(D|a) = {(Tsg V 258), (256 V Te7), (267 V T78), (258 V T78), (Tss V 78), [clauses for A}

clause(D"|a) = {(x56 V T53), (Tz6 V 67), (Te7 V x78), (T58 V T78), (Tsg V 278), [clauses for A]}

It follows that both (T35 V 258) A (256 V Tg7), (267 V T78) A (258 V 1) A (Tag V 278) and (256 V Tag) A
(ZTs6 V ze7) N (Ter V x78) A (258 V T78) A (Tss V 78) are satisfiable. For instance the assignment aeB
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vy T

defined by aZB(a:%) = aeB(xm) = a%(mg) = 0 and a3 (x58) = 1 satisfies the first CNF formula. And
the assignment a'; defined by a’;(x56) = alz(z67) = alz(x78) = a’z(xs8) = 1 satisfies the second CNF
formula. Then we have that

clause(D*|a U a'y) U clause(D"|a U ay) = clause(T(G 1))

and it only remains to conjoin D|a U aZB and D"|a U a’ to obtain a circuit in st-DNNF computing the
satisfiable Tseitin formula T'(G 4), which is feasible in polynomial time using Proopositon 2 since D*
and D" (a fortiori D|a U a and D"|a U a’y) have the same vtree. <

3.5 Graph Bi-Partition with Large Treewidth on Both Sides

Lemma 35 is shown with the help of Theorem 18 below combined with Theorem 17. Before diving
into the proof, which is quite intricate, we discuss some of the underlying graph theory, in particular the
following result.

Theorem 18. There exists a constant 0 < « < 1 such that, for all graphs G = (V, E) with maximum
degree at most A, there is a partition (A, B) of V' such that tw(G[A]) > L%(QG)J and tw(G[B]) >
LathG)J~
To illustrate Theorem 18, we look at the particular case of grid graphs. The n X n grid has treewidth
n — 1 and maximum degree 4. It is straightforward to partition its vertices to obtain an n x [n /2| grid on
one side, and an n x [n/2] on the other. Using this partition for (A, B) we see that G[A] and G[B] both
have an |[n/2| x |n/2] induced grid and therefore both have treewidth at least [n/2| —1 > (n —1)/4.
Of course, the constant « in the theorem is way smaller than 1/4.

We provide some arguments to justify the veracity of Theorem 18. This theorem is an adaptation of
the following result by Chekuri and Chuzhoy [CC13].

Theorem 19. Let h and r be integers and let G = (V, E). There are positive constants 3 and ¢ such
that, if hr < I} %, then there is an efficient algorithm to partition V into (V1,...,Vy), with
tw(G[V;]) > r true for all i € [h).

Theorem 18 is almost a subcase of Theorem 19 with A = 2. The only problem is that in Theorem 18,
r would be roughly atw(G)/A2, and thus be too big for Theorem 18 where it must be fewer that
O(tw(G)/ log®(tw(@G))). A careful examination of Chekuri and Chuzhoy’s proof shows that the log-
divisor has two reasons: (1) a preprocessing of G to decrease its degree and (2) the use of an approxi-
mation algorithm to make the partition efficiently computable. Since we work with graphs of bounded
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degree and only care about the existence of a partition and not its computation, we can adapt the proof
for h = 2 and make some other adjustments to get rid of the log®(tw(G)) to obtain Theorem 18.

The proof of Theorem 18 is split into several subsections. The first two subsections introduce pre-
liminary notions, then in the next subsection we give two lemmas that help proving Theorem 18, and the
remaining subsections contain the proofs of these two lemmas.

We define the following numerical constants: v = 1,/2000, 5 = 6/v = 12000 and o = 1/(20053) =
1/2400000 the constant from Theorem 18. When the set of vertices, the set of edges, or the maximum
degree of a graph G is not specified, we denote it by V (G), E(G), and A(G), respectively. We assume

%&G) > 1, otherwise the theorem is trivial.

3.5.1 Well-linkedness

In a graph G, aset S C V(QG) is called well-linked when, for every pair X,Y C S such that | X| = |Y|,
there exist | X | vertex-disjoint paths from X to Y. Note that X and Y are not necessarily distinct and that
paths of size zero are allowed. The well-linked number of G, denoted wi(G), is the size of the largest
well-linked set in G. It is known that tw(G) < wl(G) + 1 < 3 x tw(G) [HWI17].

Lemma 42. Let G be a simple graph. There is a set S* C V(QG) of size tw(G) < |S*|+1 < 3 x tw(Q)
such that, for every partition (A, B) of V(G), it holds that

|BE(A, B)| = min(|A 0 5°],|B 1 S7)).

Proof. Let S* be the largest well-linked set in G and consider a partition (A, B) of V(G). The bounds
on |S*| stem from the relation between wl(G) and tw(G). Let S = S*NAand S}; = S*NB. Assume,
without loss of generality, that |S%| < |S%|. Take an arbitrary subset Z C S of size |S5| — |S%| and
let X = S% UZandY = S§. Then we have X,Y C S*and | X| = |Y].

By definition of S* there are at least | X| = |S% |+ |Z] vertex-disjoint paths from X to Y, |S% | among
them start from S* N A and end in S* N B. Since A N B = (), each of these paths has size at least 1, and
since they are vertex-disjoint, there are at least |S%| = [S* N A| = min(]S* N A, |S* N BJ) edges going
from A to B. Thus |E(A, B)| > |S%] = [S* N A] = min(]S* N 4|, |S* N BY). O

In the remainder of this section, S* is the subset of V' described by Lemma 42, k = |S*| and r = QAO‘—f.

Observe that r > O‘tzi(gc) > 1.

Lemma 43. [CCI13] Let G be a simple graph whose maximum degree is A, assume that there is S C
V(G) and ~y € |0, 1] such that, for every partition (A, B) of V(G), it holds that |E(A, B)| > ~min(|SN

S
A, 180 B|). Then tw(G) > 181 — 1.

3.5.2 Acceptable partitions

In a graph G, given a subset S C V(G), we denote by outg(S) the set of edges of G that have one
endpoint in S and the other in V(G) \ S. We drop the G subscript when it is clear from context which
graph we are working with. Let C = (Vj,..., Vs) be a partition of V(G) (s is arbitrary). We denote
by G the multigraph with s vertices {v4,...,vs} such that for each i # j (no self-loop) there are
|E(V;,V;)| edges between v; and v;. One can construct G¢ from G by contracting every subset of
vertices V; into a single vertex, which is v;. We then call G¢ a contracted multigraph. We abuse the
notations and consider the vertices of G¢ to be Vi,...,V; (so C can be seen as V(G¢)). It will be
important that all multigraphs G¢ considered for different partitions C have enough edges and have
maximum degree bounded by A’ = BrA? where 3 = 12000. We will show that these properties are
guaranteed when the partition C is acceptable.
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Definition 39. A partition C = (Vi,...,Vs) of V(QG) is called acceptable when |out(V;)| < A’ and
V; N S*| < & hold for all i € [s].

Acceptable partitions of V' (G) exist, the simplest one is C = {{v} | v € V(G)}. Indeed we have
[{v} N S*| <1< &since k > 2 and [out({v})| = deg(v) < A < BrA% = A since 8,7 > 1.

Claim 12. Let C be an acceptable partition of V(G). Then A(Ge) < A/

Proof. Let C = {V1,...,Vs} and let v; be the vertex of G¢ corresponding to V;. Then deg(v;) =
lout(V;)| < A. O

Claim 13. Let C be an acceptable partition of V(G). Then |E(Ge)| > %.

Proof. Let C = {V4,...,Vs}. Assume that |[V; N S*| > [V N S*| > -+ > |V, N S*| holds. We have
S22 |Vin S| = |S*| = k. Since [Vi N S*| < % we can find [ € [s — 1] the largest integer such
that Zizl [V; N S*| < 35 We clearly have Yo [Vin S*| > k. We also have Zizl Vins >k
for otherwise we would have |Vi 1 N S*| = S vin g% — 5L [vin 8% > 3k _ & = % which
contradicts the choice of [.

Let A=ViU---UVyand B = V31 U--- U Vs, By construction we have |A N S*| > % and
|BNS* > %. And by definition of S* we have |E(A, B)| > min(|]A N S*[,|B N S*|) > %. When
contracting the V; to obtain G¢, the edges E(A, B) survive, so |E(G¢)| > |E(A, B)| > %. O

3.5.3 Proof of Theorem 18

The proof of Theorem 18 boils down to the following two lemmas, which we will show in later sections.

Lemma 44. Let C be an acceptable partition of V(G). Then there is a partition (Uy,Us,Us) of C such
that, for all i € {1,2, 3}
|E(Ge)
180
Recall that C = (V4,...,Vs), where V3 U --- UV, = V(G). From a partition (U, Ua,Us) of C we

define a corresponding partition (Uy, Ua, Us) of V(G) where Uj is obtained by uncontracting all nodes
in U;. More formally, U; =y, cu; Vi- Note that U; is partition of Uj.

[E(Gelth])| =

Lemmad5. LetC = (V4,..., Vs) be an acceptable partition of V(G). LetU C C such that |E(G¢[U])| >

% and let U = Uy, Vi Iftw(G[U]) < Latng)J and |U N S*| < &, then there is a partition U'

of U such that C' = (C\U) UU" is an acceptable partition of V(G) and such that |E(Ger)| < |E(Ge)|.

With Lemmas 44 and 45, we can show Theorem 18 relatively easily.

Proof of Theorem 18. We know that acceptable partitions of V' (G) exist. Let C be the acceptable par-
tition of V(G) such that |[E(G¢)| is minimal, that is, for all other acceptable partitions C’ we have
|E(Ger)| > |E(Ge)|. Let (U, Ua,Us) be the partition of C given by Lemma 44 and (Uy, Us, U3) be the
corresponding partition of V(G).

Assume, without loss of generality, that tw(G[U1]) > tw(G[Uz]) > tw(G[Us)). If tw(G[Uz2]) >
L“Z@J then we take A = Uy and B = Uy UUs and we are done. Suppose otherwise that tw(G[Us]) <
tw(G[U3]) < L%(QG)J There must be |U; N S*| < @ = % for some j € {2,3}, say for j = 3. But
then Lemma 45 gives a partition U4 of Us such that C’ = U; Uls UUS is an acceptable partition of V(G)
such that |E(Ger)| < |E(Gc)|, a contradiction. O
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3.5.4 Proof of Lemma 44

Lemma 44 is a consequence of the more general Lemma 46 below. Lemma 46 essentially says that if
the number of edges of a multigraph is greater than a factor of its degree, then there is a partition of its
vertices into three parts such that many edges remain in every part.

Lemma 46. Let H be a multigraph with no self-loops and with |E(H)| > 25A(H). Then there is
a partition V(H) = (V;,Vy, Vy) (red,blue,green) such that |E(H[V,])| > |E(H)|/180 holds for all
ce{r,b g}

Proof of Lemma 44. C is an acceptable partition, so |E(G¢)| > k/4 and A(Ge) < A' = prA? =
2pak < k/100 < |E(G¢)|/25. Now Lemma 44 is a direct application of Lemma 46 with H = G¢. O

The proof of Lemma 46 is probabilistic. It uses the Paley-Zygmund inequality which, given a non-
negative random variable Z with finite variance and 6 € (0, 1], is
,E[2]°

E[Z?]

Pr[Z > 0E[Z] > (1 - 6)

Proof of Lemma 46. Letm = |E(H)|, D = A(H) and n = . By assumption D < nm. The vertices
of H are assigned a color in {r(ed), b(lue), g(reen)} uniformly at random. An edge e = uv is red when
both its endpoints are red, it is blue when both its endpoints are blue, it is green when both its endpoints
are green, and otherwise it has no color. Let X¢ be the event that the edge e has color ¢ € {r,b, g} and
let B, =3 .o B(H X be the number of edges colored with ¢ after random coloring of the vertices. It is

clear that Pr [ X ec] = & and that E [E,] = 2. The statement of the lemma follows from proving that

m m
P[E E r B, ] 1.
f <1800r b< 780 7" < g0l <

By the union bound, it is sufficient to show that Pr [E, < 1?;@ < 3 holds, for c fixed in {r,b, g}. We

will use Paley-Zygmund inequality to prove Pr [E, > {2] > 2, so we need to compute E [E?2].

E[Eg]:E[(Z )] 3 ZE = Y Y Pr(Xfand XY

e€E(GQ) e’cE(G e€E(G) e’€E(G)

3

Let us look at Pr [X Sand X 5’] . Let u. and v, be the endpoints of e.

e If ¢ has the same endpoints as e, and ¢’ € E(u.)NE(v.), then the probability is Pr [ X¢ and X5 ] =
Pr(X¢] = 3.

o If ¢’ shares exactly one endpoint with e, and €’ € (F(u.) U E(v.)) \ (E(ue) N E(ve)), then the
probability is Pr [X S and Xg,] = 2—17

e If ¢’ has no endpoint in common with e, and ¢’ € E(H) \ (E(u.) U E(ve)), then the probability is
Pr [XC and XC] = sT

So we obtain

E[ECQ] _ Z <|E(Ue)gE(U6)|+‘E(ue)|+|E(ve)’_2’E(ue)mE(U6)’

e€E(Q) 27
m — (|B(ue)| + |B(wo)] ~ [B(ue) 1 B(wo))
- 81 )
m2
=T 2 Y B N B+ o S (Bl + B (o))
c€B(G) e€E(G)
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Recall that we are dealing with multigraphs, so 3. () [E(ue) N E(ve)| is not necessarily m. But we
do have that |E(ue) N E(ve)|, |E(ue)| and |E(v.)| are all at most D < nm so

m?  6mD _m? 6nm?

2 R [ —_
BlE) =51+ %1 =

Finally we apply Paley-Zygmund inequality:

Pr[E. > m/180] > (1—1>2E[EC]2 > (1_1>2 1 >§

20

3.5.5 Proof of Lemma 45

Lemmad5. LetC = (Vi,...,V;) be an acceptable partition of V(G). LetU C C such that |E(Ge[U])| >

% and let U = Jy.o, Vi Iftw(G[U]) < LathG)J and |U N S*| < &, then there is a partition U’

of U such that C' = (C\U) UU" is an acceptable partition of V(G) and such that |E(Ger)| < |E(Ge)|.

We are going to construct the new partition 2/’ of U. Recall that A’ = BrA? is the maximum

2
degree of the contracted multigraph and that Gﬁ,r = % = v < 1. From Lemma 43 we deduce that
for all S C U with |out(S)| > A’, there is a partition (Ay, By) of U, such that |[E(Ay, By)| <

~ymin(|Ay N S|, |By N S]), for otherwise we would get

—1=2r—-1>r>

~|S] vy out(S)| ~A!
U > L 1> 10 1> 11—
tw(G[UY) 3 1 3AZ 1 3AZ

where we have used that |S| > |out(S)|/A and r = 2ak/A? > atw(G) /A% > 1.

atw(Q)
2

The Split Function. We define a routine Split(Y') whose inputis a subset Y C U with |out(Y)]| > A’.
Split(Y) first chooses the smallest subset S C Y whose vertices are endpoints of edges in out(Y'), and
such that |out(S) Nout(Y)| > A’. Since |S| > |out(S)|/A, it follows that |S| > |out(S)|/A >
A’/A > 1. Then Split(Y') returns a partition (Ay, By) of Y such that |[E(Ay, By)| < ymin(|S N
Ay|, ]S N By|). We know such a partition exists because otherwise tw(G[U]) > tw(G[Y]) > r would
hold. We always assume that |out(Ay )| < |out(By)|. Observe that neither SN Ay nor SN By is empty.

Lemma 47. Let (Ay, By ) = Split(Y'), then
[E(Ay, By)| < 74" 3.1)

and
|E(Ay, By )| < ymin(|out(Y) Nout(Ay)|, |out(Y) N out(By)|) (3.2)

Proof. Consider the subset S C Y chosen by Split(Y'). Every v € S is the endpoint of an edge in
out(Y") by definition, so |out(S N Ay)Nout(Y)| > |SN Ay | and |out(SN By)Nout(Y)| > |SN By|.
Thus |out(Ay) Nout(Y)| > |S N Ay | and |out(By) Nout(Y)| > |S N By| hold. Split(Y') returns the
partition (Ay, By ) such that |E(Ay, By)| < ymin(|S N Ay|,|S N By|). Combining this inequality
with the ones we have just obtained gives (3.2).

We have |out(S N Ay) Nout(Y)| < A’ and |out(S N By) Nout(Y)| < A, for otherwise |S]
would not be minimal. Thus |E(Ay, By)| < ymin(|S N Ay|,|S N By|) < ymin(|out(S N Ay) N
out(Y)], |out(S N By) Nout(Y)]) < vA'. O
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Algorithm 1: BetterPartition(U)

1 Let P = (U)

2 while there exists Y € P such that [out(Y)| > A’ do
3 Let (Ay, By) = Split(Y)

4 Remove Y from P and add Ay and By to P

5

6

7

end

U =10

for Y € Pdo
8 ‘ Add all connected components of G[Y] to U’
9 end
10 Return U’

Lemma 48. Let (Ay, By) = Split(Y). Then |out(Ay)| < 2 and |out(By )| < |out(Y)].
Proof. By definition of Split we have |out(Ay)| < |out(By)| and |E(Ay, By)| < ~|out(Ay) N
out(Y")|. For the first part, observe that |out(Ay )| + |out(By )| — 2| E(Ay, By )| = |out(Y)] so

lout(Y)] Z 2’0ut(z4y)’ — 2’E<Ay,By)‘
> 2|out(Ay )| — 2v]out(Ay) Nout(Y)|
> 2(1 — ) out(Ay)

For the second part, observe that |out(By )| = |out(By) Nout(Y)| + |E(Ay, By)| so

lout(By)| < |out(By) Nout(Y)| + v|out(Ay) Nout(Y)|
< Alout(V)| + (1 - lout(By) N out(Y)
< lout(Y)| + (1 = v)|out(By)|

and therefore ~y|out(By )| < v|out(Y')| holds. O

A Partition Algorithm. Recall that we have a partition ¢/ of U C V(G) and that we want to replace it
with an new partition &/’ such that ' = (C \ ) UU' is an acceptable partition of V (G) with |E(Ger)| <
|E(Ge)|. The new partition I/’ is given by the algorithm BetterPartition(U). The algorithm starts from
the partition P = (U) of size 1. Then, as long as P has a component Y with a border too big (i.e.,
lout(Y')| > A’), the algorithm calls Split to divide Y in two parts and replaces Y by the two parts. The
algorithm ends because Split(Y") returns a partition (Ay, By ) where neither Ay nor By is empty, so Y’
is replaced by two smaller sets. In the worst case we would reach the point where every set in P contains
a single vertex, i.e., is of the form {v}, and the while loop ends since |out({v})| = deg(v) < A < A'.
The trace of all splits occurring in BetterPartition(U) forms a rooted binary tree 7" where each internal
t € T corresponds to a subset of U. We encode this with a mapping A from nodes of 7" to subset of
U:if \(t) =Y and (Ay, By) = Split(Y), then A\(t;) = Ay and A(¢,) = By where t; and ¢, are the
children of ¢. See for instance Figure 3.2 (a), it represents a sequence of splits whose trace is the tree
shown Figure 3.2 (b).

Lemma 49. Let U’ be the output of BetterPartition(U ). Then C' = (C\U)UU' is an acceptable partition.
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) ) )
U U U U 7N
Ay By
[N A
By
/ AN
U U ) a

(b) The trace of the
(a) (Al, Bl Spllt AQ, B2 Spllt Ad, B5 Spllt B2 splits.

&

Figure 3.2: A sequence of splits and its trace.

Proof. Consider P at the end of the while loop in BetterPartition(U). Let Y € P andlet Y* C Y be such
that G[Y*] is a connected component of G[Y]. It is readily verified that |out(Y*)| < |out(Y)| < A'.
By assumption there is |U N §*| < % so |[Y* N S* < % holds as well. Now U’ is a partition of U
whose elements are sets like Y*. By what we have shown, since C is an acceptable partition, so is
C'=@Cc\uyuu' O

Lemma 49 is a first step towards proving Lemma 45. It remains to show that |E(G¢r)| < |E(Ge)|.
First observe that

|E(Ger)| = |E(Ge)| = | BE(GelU])| — loute. )| + | | outa(Y
Yeu’

= |B(Ge)| = [E(Gel))] = louta(U)| + | | oute(Y
YeP

Uy ep out(Y') contains all the edges of out(U ) plus the edges E( Ay, By ) for every split (Ay, By ) =
Split(Y") done by the algorithm. So | Jy ¢ p out(Y')| equals [out(U)| plus some value M

|E(Ger)| = [E(Ge)| — [E(GelU])| + M (3.3)

M is unknown yet, it will be bounded later.

Charging Scheme.

We bound M by replaying BetterPartition(U') with a charging scheme that puts non-negative real num-
bers, called charges®, on the edges of E(G[U]) U out(U). Initially all charges are 0. When a split
(Ay, By) = Split(Y) occurs, each edge in | E(Ay, By')| adds a charge |out(Ay ) Nout(Y)| ™! to every
edge in out(Ay) Nout(Y') (which we recall is not empty). So for the split (Ay, By) = Split(Y), a
total charge of |E(Ay, By)| is created in the graph. This is the only way to add charges in the graph
therefore, when the algorithm ends, the total charge equals M.

Existing charges are also moved in the graph in such a way that when the algorithm ends, only edges
of out(U) have non-zero charges. This will allow us to bound M as a fraction of |out(U)|. Movements
of charges occur during splits along with charges creation. When the split (Ay, By) = Split(Y") occurs,
instead of having every edge in E(Ay, By) give charges |out(Ay) Nout(Y)| ™, we decide that every
edge ¢/ € E(Ay, By) that already has a charge ¢ adds a charge (1 + ce)/|out(Ay) N out(Y)] to
every edge in out(Ay) Nout(Y). So € contributes a total charge 1 + ¢/ to out(Ay) N out(Y). The
charge of €’ is then reset to 0 since its old charge ¢, has been stored in out(Ay ) N out(Y'). Algorithm
Charging(7', \) shows an implementation of the charging scheme. Its input (7', A) encodes the splits done
during the course of BetterPartition(U).

SThese charges are not related to the charge functions of Tseitin formulas.
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3.5. Graph Bi-Partition with Large Treewidth on Both Sides

Algorithm 2: Charging(7T’, \)
1 All ¢ are setto 0
2 Mark all leaves of 7" as visited

3 while there is ¢ € T not marked such that ¢, and ¢; are marked do
4 LetY = )\(t), Ay = )\(tl) and By = )\(tr)

5 | fore € out(Ay)Nout(Y) do

6 ‘ Setce = e+ Xerep(ay,By) M#w
7 end

8 | fore’ € E(Ay, By) do

9 ‘ Setcy =0

10 end

1 Mark ¢ as visited
12 end

Fix an edge e = uv. Suppose that some set Y is split into (Ay, By ) and that e is in out(Y). Either
u € Y and v € Y in which case charges are added to e if and only if u € Ay,orv € Yandu € Y in
which case charges are added to e if and only if v € Ay . In the first case we say that e is charged via u, in
the other case e is charged via v. See for instance Figure 3.2 (a). In the leftmost figure, Y is represented
by acircle and we have an edge e = uv € out(Y) withu € Y. Next Y is splitinto (Ay, By) = Split(Y).
Since u € Aj, a charge is added to e via u. Next A is split into (As, B2) = Split(A;), but no charge is
added to e because w is in By, not in As.

Lemma 50. Let U’ be the output partition of BetterPartition(U) and let (T, \) be the trace of the splits
done by BetterPartition(U). Let C' = (C \U) UU'. After running Charging(T, \), the total charge in G
equals M = |E(Ge/)| — |E(Ge)| + |E(GeU])].

Proof. M equals the sum of | E(Ay, By)| over all splits (Ay, By) = Split(Y") done during the course
of BetterPartition(U).

Fix an iteration of the while loop of Charging(T, \). Let (Ay, By) = Split(Y) be the split for
that iteration. In the first for loop, a charge of |E(Ay, By )| + > /e p(ay,By) Ce’ is created and added
to the graph. Then the second for loop sets the charges for all ¢ € E(Ay, By) to 0, so a charge
2_e'cE(Ay,By) Ce' 18 lost. Thus the total charge created during that iteration of the while loop is |E(Ay , By )|.
There is one iteration per split done by BetterPartition(UU) so when Charging(7T, ) finishes the total
charge in the graph equals M. O

Lemma 51. Let (T, \) be the trace of the splits done by BetterPartition(U). Let e = uv be an edge with

at least one endpoint in U. After running Charging('T', \) the total charge on e is c. < 9. Moreover if
e & out(U) then c. = 0.

Proof. If e ¢ out(U) and there is no Y in the trace of BetterPartition(U) such that e € E(Ay, By ),
then ¢, never moves from its initial value, that is 0. If e ¢ out(U) and e € E(Ay, By) for some
(Ay, By) = Split(Y), then c, is set to 0 at line 9 of Charging(7’,\). Now for all Y” that are processed
after Y (so they are closer to the root of the trace than Y) either Y is disjoint from Y/, or Y C Ay~ or
Y C By, and therefore e can never be in out(Ay-) N out(Y”). This leaves the case e € out(U). We
show that ¢, < 9v by proving the following more general result.

Claim 14. Ar every moment during the course of Charging(T, \), there exists an r € N such that for
each e there is c. < 22:1(8’7)‘7-
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Proof. The proof is by induction. The claim is clearly true at the beginning of the algorithm when all ¢,
are 0. For the general case let e = uv. We define c.(u) and c.(v) as the charges given to e via u and via
v. Clearly c. = ce(u) + ce(v). We focus on c.(u). Consider the sequence Y, 1 C Y, C -+ C Y} where
lout(Ye+1)| < A, u € Yoqq, v € Y1 (s0 e € out(Y;) for all 4) and such that, for all 4, e is charged via
u when Yj is processed in the while loop. Note that Y;; may not be Ay;, see for instance Figure 3.2,
it shows that u € A3 C By C Aj so there is an ¢ such that Y; = A; and Y;.; = Aj is different from
Ay, = Aj. Despite this observation, Lemma 48 still gives us that [out(Y;11)| < ‘gg%;‘ foralli € [z].
Since we also have |out(Y;)| > A’ for all i € [2] (otherwise Y; would not be split) we obtain

lout (Yi)| > (2(1 — 7)) lout(Yz)| > (2(1 — ))*~*A’

We can Z; the set such that (Y;, Z;) = Split(Y;, Z;).
Claim 15. Foralli < z, it holds that

\E(Y:, Z;)| Y ( 1 )ZZ
lout(Y;) Nout(Y; U Z;)| = 1 —v \2(1—19)

Proof. |out(Y;) Nout(Y; U Z;)| = |out(Y;)| — |E(Yi, Z;)| > |out(Y;)| — v|out(Y:) Nout(Y; U Z;)| >
(1 — ) |out(Y;)| > (1 —v)A’(2(1 — ~))*~*. We then use Lemma 47 (3.1) to conclude. O

When processing the split of Y; the charge added to e via u is

Ee’EE(Yi,Zi)(l + cer) < (1 + maxe co)|E(Y:, Zi)|
lout(Y;) Nout(Y; U Z;)| = |out(Y;) Nout(Y; U Z;)

By induction hypothesis, 14+max,s cos < 2520(87)3' and we know by Claim 15 that | E(Y;, Z;)|/|out(Y;)N

Z—1
out(Y; U Z;)| < ﬁ ( 2(%_7)) , so when creating Y; the charge added to e via u is at most

5 (50) ()

J=0

We miss a bound on the charge added to e when creating Y,;. We just use that it is less than v by
Lemma 48 (3.2). So we obtain that the charge added to e = uv via u when creating Y7, Yo, ... Y, is at

most
~ r ; z 1 i
ce(“) S 7+ 1_7(];0(87) ) ; (2(1 _,Y))
<yt 3727 ;}(&)j <v+3y ;(SW

Where 2v/(1 — 2y) < 3y follows from v = 1/2000. The bound holds for c.(v) as well so c. =
ce(u) + ce(v) is at most

27+ 67> (87) =8y +6y ) (87)

j=0 J=1
T ' r+1 )
<8YH8YY (87 =) (8y)
j=1 j=1
This finishes the proof of Claim 14. 0
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So for e € out(U) we have that ¢, < Z;’-il(&y)j = ﬁ — 1, which is less than 9y when y =
1,/2000. 0

Now we can finish the proof of Lemma 45.

Proof of Lemma 45. Run BetterPartition(U) and let &’ be the output partition of U. Let C' = (C \U) U
U'. By Lemma 49, C' is an acceptable partition. It remains to show |E(Ger)| < |E(G¢)|. Recall
Equation (3.3):

|E(Ger)| = [E(Ge)| — |E(GelU])| + M
Let (7, A) be the trace of the splits done by BetterPartition(U). By Lemma 50, the total charge in the

graph after running Charging(7’, \) is M which, by Lemma 51 is at most 9y|out(U)|. Using this bound
in Equation (3.3) yields

IB(Ge)| < 1B(Ge)| ~ [E(Geld))] + 9lout(1)
< |E(Ge)| ~ |E(Gelud)| + 91| E(G)
< B(Ge)l + (97~ 155 ) IE(Go)
<|B(Co)

3.6 Conclusion and Perspectives

The contributions of this chapter rely on two key results. The first one is the exponential lower bound on
the DNNF size of satisfiable Tseitin formulas whose underlying graph has maximum degree bounded by
a constant. The second is the existence of a constant « > 0 such that, for every graph G whose maximum
degree is bounded by a constant, there is a bipartition of the vertices of G such that the induced graphs
on both sides of the partition have treewidth at least a x tw(G). The two results have the annoying
requirement that the graphs must have bounded maximum degree. Thanks to Itsykson, Riazanov and
Smirnov [IRS22], this requirement has been lifted for the DNNF size of satisfiable Tseitin formulas.
We wonder whether the requirement of the degree being bounded by a constant can also be lifted in the
second result.

Open question 2. Is there a constant «v > 0 such that, for every graph G, there is a bipartition (A, B) of
V(G) such that both tw(G[A]) > a X tw(G) and tw(G[B]) > a x tw(G) hold?

The question is not concerned with efficient algorithms to find the aforementioned bipartitions but only
with the existence of these bipartitions for every graph. Answering the question positively is not neces-
sary to get rid of the maximum degree A(G) in our main results. Indeed Itsykson et al. have already
generalized our contributions to the case when the graph of the Tseitin formulas have unbounded maxi-
mum degree [IRS22, Theorem 3.1, Remark 3.7]. Yet we think that the graph property suggested by our
question is interesting in its own right and could be useful to prove lower bounds in other situations.

Going back to bottom-up compilation, the paradigm has this advantage over top-down compilation
in that we have a simple framework that describes the underlying behavior of most bottom-up compilers,
and that allows us to analyze the space efficiency of these compilers. Interestingly, our framework is
not restricted to the strategy where a single intermediate circuit is kept in memory by the compiler, and
where constraints (or clauses) are aggregated one by one to this circuit. Yet this technique, that we call of
successive constraint aggregation, is the only one that we aware of in practice. So we ask the following
question:
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Open question 3. Is there a denumerable class of CNF formulas for which all str-DNNF (A, r)-compilations
using successive clause aggregation generate intermediate circuits of exponential size, while there are
general str-DNNF (A, )-compilations that avoid these exponentially large intermediate circuits?
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Chapter 4

The Length of Regular Resolution
Refutations of Unsatisfiable Tseitin
Formulas

In this chapter we give a second application of our lower bound on the size of circuits in DNNF represent-
ing satisfiable Tseitin formulas from Chapter 1. Lower bounds are negative results and, unsurprisingly,
so are their applications. We show how Theorem 5 can be used to derive a lower bound on the length of
regular resolution refutations of unsatisfiable Tseitin formulas. This lower bound is characterized by a
single exponential dependence in the treewidth of the underlying graph of the formula (so a dependence
in 29(tw(G))) The exponential dependence also appears in known upper bounds and can therefore not be
improved. We present (regular) resolution before giving the state of the art and our lower bound.

4.1 Regular Resolution Refutation

The resolution rule says that if a function entails the clauses C'V x and C’ V T for some variable x, then
it also entails the clause C' V C’, formally:
Cvz C'Vvz
cvc’

The variable z is called the resolved variable and the clause C' \V C” is called the resolvent. We will use
the notation C'V C' = Resolution(C V z,C’' VT, x).

Let ¢ be an unsatisfiable CNF formula. A resolution refutation of ¢ is a sequence of, not necessarily
pairwise distinct clauses, C1, ..., Cy, such that C'y is the empty clause and such that forall 1 < < N

e cither C} is a clause of ¢,
e or (; is the resolvent of the resolution rule applied on clauses C; and C}, for some j, k < .

The length of a resolution refutation C', ..., Cy is the number of clauses in the sequence. We assume,
without loss of generality, that for every ¢ < N, the clause C; is used as a premise in a resolution rule to
derive Cj for some j > 4, in other words, with the exception of the empty clause, a clause is contained
in the sequence only if it is used for inferring other clauses by resolution.

Under this assumption, the resolution refutation C', . . ., Cy of ¢ may be represented graphically as
a directed acyclic graph whose N vertices are the clauses C; and such that, if C; is the resolvent of the
resolution rule applied on C; and (Y, then there is an edge directed from C to C; and another directed
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Ci=xzVy lzvy| |zvz| [gvz| [yvz| [Zvy] [2ve]
Co=TVZ
C3=yVz
Ci=yVZz
Cs5=2Vy
Ce=xVz

C7 =Resolution(C,Cy,2) =y VZ
Cs = Resolution(Cs,Cs,z) =y V z
Cy9 = Resolution(Cs,C7,2) =7
C1p = Resolution(Cy,Cy,2) =y
C11 = Resolution(Cy, Cip,y) =0

Figure 4.1: A resolution refutation and its DAG representation.

from C}, to C. The edges are labelled by the resolved variables. The DAG as a single sink which is the
empty clause, and as several sources that are clauses from the CNF formulas. A resolution refutation is
called regular when no variable labels more than one edge on any path of the DAG.

Example 28. The CNF formula ¢ = (z VG) A (ZVy) A(yVZ)A(GV2)A(zV2z)A(@TVZ)Iis
unsatisfiable. A possible resolution refutation of ¢ is shown Figure 4.1. This refutation is regular since
no variable appears twice on any path of the DAG connecting a source to the sink. The refutation is of
length 11. <

It is known that the (regular) resolution refutation system is sound, meaning that all unsatisfiable
CNF have a (regular) resolution refutation [DP60]. So we denote by Res(¢) the length of the shortest
resolution refutation of an unsatisfiable CNF formula ¢ and we denote by RRes(¢) the length of the
shortest regular resolution refutation of an unsatisfiable CNF formula ¢. It is also known that for certain
unsatisfiable CNF formulas, the shortest regular resolution refutation is unavoidably much longer than
the shortest non-regular resolution refutation. More formally, Alekhnovich et al. proved in [AJPUO7]
that there exists an infinite class F of unsatisfiable CNF formulas, a constant 6 > 0, and a polynomial
p such that for every ¢ € F, Res(¢) < p(|¢|) and RRes(¢) > 209° . Yet, regular resolution remains
interesting as the underlying procedure behind DPLL-style algorithms [DP60, DLL62]. Studying the
length of the shortest regular resolution refutation for some formulas is one way to assess the efficiency
of DPLL-style algorithms on unsatisfiable instances, hence the research conducted on this refutation
system (see [Urq87, BBI12, ABdR" 18, BI13] for a small sample).

4.2 State of Resolution Refutation of Tseitin Formulas and Contribution

Tseitin formulas have been introduced by G. S. Tseitin in the sixties as examples of hard CNF formu-
las for the resolution proof (or refutation) system [Tse68] (see [Tse83] for an English version). We
have already introduced Tseitin formulas in the preliminaries. We just recall here that they are CNF
formulas that encode systems of parity constraints structured by a graph, that there is a simple criterion
for deciding whether a Tseitin formula is satisfiable given in Lemma 9, and that this criterion allows
us to construct unsatisfiable Tseitin formulas for any graph. The first exponential lower bounds on the
length of resolution refutation of Tseitin formulas have been established by Urquhart for the case when
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the underlying graphs of the formulas are expander graphs [Urq87], which are graphs with particular
connectivity properties. We refer the reader to [HLWO06] for details on expander graphs. Similar lower
bounds on the length of the refutations of Tseitin formulas in other refutations systems have been proved
under similar assumptions on the underlying graphs [Ben02, I013].

It is known that different properties of the underlying graph characterize different parameters of the
resolution refutations for Tseitin formulas [AR11, 1013, GTT20]. Extending this line of work, we show
that treewidth determines the length of regular resolution refutations for Tseitin formulas. An upper
bound was already proved by Alekhnovich and Razborov:

Theorem 20. [ARI11] There is a constant ¢ such that for every graph G and for every unsatisfiable

Tseitin formula T(G, c), the length of the shortest regular resolution refutation of T'(G,c) is at most
20(tw(G)) ’V(G) ’c'

Our contribution in this chapter is to provide a matching lower bound:

Let G be a connected graph with maximum degree at most A and let 7'(G, c) be an unsatisfi-
able Tseitin formula. The length of the shortest regular resolution refutation of 7'(G,¢) is at least
29(tw(G)/A)‘v<G)’—1.

The two theorems have the following corollary that gives a characterization of unsatisfiable Tseitin
formulas that have regular resolution refutations of length polynomial in the number of variables:

Corollary 3. Let A > 0 be any integer. Unsatisfiable Tseitin formulas for graphs whose maximum de-
gree is bounded by A have regular resolution refutations of length polynomial in the number of variables
if and only if the treewidth of the graphs is bounded logarithmically in their size.

Theorem 4.5 is not the first lower bounds for the length of resolution refutations of Tseitin formulas
based on treewidth. For general resolution, a 2Q(tw(@)*)/IV ()] Jower bound can be inferred combining
the width-length relation of [BWO1] with lower bounds shown in [GTT20]. This gives a tight 282 (tw(G))
bound when the treewidth of G is linear in its number of vertices. For smaller treewidth, there are
also bounds from [GIRS19] for the stronger proof system of constant depth Frege proofs which, for
resolution, imply a 22(tw(&)’) Jower bound. But since the top exponent 9 is significantly smaller than
1, these results are incomparable to ours. For the length of regular resolution resolution, the best lower
bound in the general case was 22(tw(G)/A(G))/1og(IV(G)) shown by Itsykson et al. in [IRSS21]. We build
on the work of Itsykson et al. and improve their bounds. To do so we use the lower bound on the DNNF
size of satisfiable Tseitin formulas — whereas Itsykson et al. use a looser bound on the NFBDD size of
Tseitin formulas — to eliminate the division by log(|V (G)|) in the exponent.

4.3 Branching Programs for Search Relations

We avoid dealing directly with regular resolution refutations thanks to a well-known connection between
these refutations and branching programs representations of the search relation. Let ¢ be an unsatisfiable
CNF formula. We define Search(¢) as the relation consisting of all pairs (a, C') where a is an assignment
to var(¢) and C' is a clause of ¢ falsified by a. A read-once branching program, or FBDD, B over
variables var(¢) and with domain clauses(¢) computes Search(¢) if and only if for every assignment
a to var(¢) we have (a, B(a)) € Search(¢), where B(a) is the clause of ¢ reached following the
computation path corresponding to a in B. Note that there may be pairs (a, C') € Search(¢) such that
C # B(a), this occurs when a falsifies more than one clause of ¢. Now we present the connection
between FBDDs computing Search(¢) and regular resolution refutations of ¢.

Theorem 21. [Kra95] For every unsatisfiable CNF formula ¢, RRes(¢) equals the size of the smallest
FBDD over var(¢) and with domain clauses(¢) that computes Search(¢).
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Figure 4.2: From regular resolution refutation to FBDD computing a search relation

’x\/?‘ f\/?‘

The reader curious of the proof is referred to Theorem 4.2.3. in [Kra95]. Here we just give some
insight as to why the theorem holds by describing a transformation from regular resolution refutations of
¢ to FBDD computing Search(¢). Let C1, ..., Cy be a regular resolution refutation of ¢ and let f be a
mapping from {C, ..., Cn} to nodes of an FBDD defined as follows: if C; is a clause of ¢, then f(C})
is a sink labelled by Cj, but if C; = Resolution(Cy, Cy,z) with C; = C;Vxand Cp = CL VT
then f(C;) is a decision node labelled by = whose 1-child is f(C}) and whose O-child is f(C;). One
can show that f(Cy) is the source (or the root) of an FBDD computing Search(¢) (see [Kra95] for
details). Moreover there is a reverse transformation to obtain a regular resolution refutation of ¢ from
an FBDD computing Search(¢). Let uy, ..., uy be the nodes of such an FBDD B, given in depth-first
order (so u; is the root of B). The function g maps the nodes of B to clauses as follows: if u; is a sink
labelled by C then g(u;) = C, and if u; is a decision node for x with 0-child u; and 1-child uy, then
g(u) = Resolution(g(ug),g(u;),x). One can show that g(uy),...,g(u1) is a regular resolution
refutation of ¢.

Example 29. Consider the following unsatisfiable CNF formula: ¢ = (xVZ)A(ZVZ)A(yV2z)A(YVZ).
Figure 4.2 shows an FBDD computing Search(¢) on the right and the corresponding regular resolution
refutation of ¢ on the left. The refutation is represented by a DAG whose sources are at the bottom and
whose sink is at the top. A single clause is created in the refutation for each decision node and for each
sink of the FBDD, so the FBDD and the refutation have the same size: the number of nodes of the FBDD
(including sinks) equals the number of clauses in the corresponding refutation. <

For a Tseitin formula, from an unsatisfied clause we can directly infer an unsatisfied parity constraint.
Recall that the parity constraints of T'(G, ¢) are in bijection with |V (G)|. When T'(G, ¢) is unsatisfiable,
Itsykson et al. [IRSS21] define the search relation SearchVertex(G,c) to be the set of pairs (a,v)
with a an assignment to var(7T(G,c)) and v a vertex of G such that x,(G, ¢) is falsified by a. We
say that an FBDD B over var(T(G, ¢)) and with domain V(G) computes SearchVertex(G, c) if, for
every assignment a to var(T'(G, c¢)) we have (a, B(a)) € SearchVertex(G,c). Note that if « falsifies
more than one parity constraint of 7'(G, ¢) then there are pairs (a,v) € SearchVertex(G, c) such that

v # B(a).

Corollary 4. For every unsatisfiable Tseitin formula T(G, c), RRes(T (G, ¢)) is at least the size of the
smallest FBDD computing SearchVertex (G, c).

Proof. Let B be an FBDD computing Search(T(G,c)). For each sink of B labelled by a clause C,
there is a vertex v € V(G) such that C'is a clause of the CNF representation of x, (G, ¢), then change
the label of the sink from C'to v. The resulting FBDD computes SearchVertex(G, c) and has the same
size as B. Using this transformation and Theorem 21, the result is immediate. O

Example 30. The CNF formula (ZV y) A (x Vy) A(xV z)A(TVZ)A(yVZ)A(YV z) for which a
regular resolution refutation is shown Figure 4.1 is a Tseitin formula for the following graph
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where charges are indicated by a color code: every gray node has charge 0 and every white node has
charge 1. Figure 4.3 shows the transformation of that refutation to an FBDD computing Search(T (G, c))
and the transformation of that FBDD to another FBDD computing SearchVertex (G, c). <

4.4 Well-Structured Branching Programs Computing SearchVertex

The proof of Theorem 4.5 relies heavily on techniques developed in [IRSS21]. There it is shown how
to use an FBDD B computing SearchVertex(G, c¢), where T'(G, ¢) is an unsatisfiable Tseitin formula,
to construct an FBDD B* computing any satisfiable Tseitin formula T'(G, ¢*) with the same underlying
graph. Note that B is an FBDD over var(T(G, ¢)) with domain V' (G) while B* is an FBDD over
var(T(G, ¢*)) = var(T(G, ¢)) with domain {0, 1}. The construction of [IRSS21] results in | B*| quasi-
polynomial in | B|. Thus good lower bounds on the size of B* yield lower bounds for regular refutation
by Corollary 4. To give tighter results, we give a version of the reduction from unsatisfiable to satisfiable
Tseitin formulas where the target representation for 7'(G, ¢) is not the FBDD language but the more
succinct DNNF language. This lets us decrease the size of the representation from quasi-polynomial to
polynomial which, thanks to Theorem 5, will yield Theorem 4.5. So we are about to prove the following:

Theorem 22. Let T'(G, ¢) be an unsatisfiable Tseitin formula where G is connected. There exists, for
every satisfiable Tseitin formula T (G, c¢*), a circuit in DNNF of size O(RRes(T(G, ¢)) x |V(G)|) com-
puting it.

To prove Theorem 22, we use the notion of well-structured FBDDs introduced in [IRSS21]. We
present that notion in this section, but before that, we recall how Tseitin formulas behave under condi-
tioning of variables whose corresponding edges are bridges of the underlying graph.

Lemma 52. Let G be a connected graph and let T'(G, ¢) be an unsatisfiable Tseitin formula. Let e €
E(G) be a bridge of G, that is, calling a and b the vertices connected by e, the graph G' obtained by
removing e has two connected components. Let G* be the component containing a and let G° be the

Figure 4.3: From a regular resolution refutation of unsatisfiable Tseitin formulas to FBDD computing
SearchVerter.
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component containing b. Define v(T¢) = cand y(x.) = ¢+ 1,+ 1 mod 2. Finally for ¢, € {x.,Tc},
let v*(£.) be the restriction of y(£.) to V(G®), and *(L.) be the restriction of y(L.) to V (G®). Then for
every L,

T(G,c)|le = T(G* 7" (Le)) AN T(G*,A°(Le))
and either T(G®,v*(L.)) is unsatisfiable or T(G?,+*(£.)) is unsatisfiable, but not both.

Example 31. Consider the graph G shown on the left in Figure 4.4. The vertices of GG are charged
according to a function c¢. We have

T(G,c) = (x1Vax2) AN(@TVT2) A (21 VX3) A (T1 V T3)
A(T2VasVae) A(xa VT3V ae)A(xaVasVTe) A (T2 VI3V Te)
A (TgV x5) A (xa VT5) A (T5 V xe) A (5 V Tg)
AN(zg VTV Te) N(Ta1V 26 VT) AN(TaV TV xe) A (x4 V6V Te)

By Lemma 9, T'(G, ¢) is unsatisfiable since G is connected and since the number of vertices that have
charge 1 is odd. Let e = ab. Removing e from G yields two connected components G* and G®. Assume
z, is set to 1, then T'(G, ¢)|x. is the Tseitin formula for the graph and the charges represented on the
right of Figure 4.4. We have

T(G% () = (z1 V x2) A (TTVT2) A (21 V 23) A (TT V T3)
A (z2 V x3) A (T2 V T3)

T(G®Ab(xe)) = (g V x5) A (x4 VT5) A (T3 V 26) A (26 V Tg)
A (24 V Tg) A (T1 V x6)

and one can verify that T(G, ¢)|z. = T(G% v*(z¢)) A T(G®, ~*(z.)). By Lemma 9, T'(G®, v%(x.)) is
unsatisfiable since G is connected and since it has three vertices with charge 1. However T'(G?, v*(z.))
is satisfiable since G® is connected and since it has no vertex with charge 1. The case when z, is
assigned the value 0 corresponds to the graph shown in the middle of Figure 4.4. This time T'(G, ¢)|T, =
T(G ~*(Te)) A T(G*,7*(Te)) and T(G®, (7)) is unsatisfiable while T(G%, v%(T)) is satisfiable.

<

Definition 40. Let T'(G, c¢) be an unsatisfiable Tseitin formula where G is a connected graph. A branch-
ing program B computing SearchVertex (G, c) is well-structured when, for all nodes uy, of B, there
exists a connected subgraph Gy, of G and a charge function cy, such that TGy, cy) is unsatisfiable, uy,
computes SearchVertex(Gy, ci), and

1. if uy, is the source, then G, = G and ¢, = ¢,

2. if u, is a sink corresponding to v € V(QG), then Gj, = ({v},0) and ¢, = 1,,

3. if u is a decision node for xq, with 0- and I-child uy, and uy,, set by = ZTqp and {1 = T4,
then for all i € {0,1}, (G, cr,) = (GLEWs)) if T(GE, 2 (4:)) is unsatisfiable, otherwise
(Glri cr) = (G (L)-

We remark that our definition is a slight simplification of that given by Itsykson et al. [IRSS21]. It

can easily be seen that ours is implied by theirs (see Definition 3.2 and Proposition 3.4 in [IRSS21]).
Essentially, in a well-structured FBDD computing SearchVertex(G,c), each decision node wuy

computes a SearchVertex relation for some unsatisfiable formula 7'(Gy, ¢;). And when moving to a
child of uy, by assigning its variable x;, the value 0 or 1, we look at the formula 7'(Gy, ¢ ) conditioned
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Figure 4.4: Evolution of the charges of a graph after removal of a bridge.

on this variable assignment. This is again a Tseitin formula but on the graph G}, = G}, — ab. The well-
structured property states that the children of uy represents the SearchV ertex relation for that formula
restricted to the connected component of G}, where it is unsatisfiable.

Let us give more details on the third point of the definition. Let e = ab. If e is not a bridge in Gy,
then G¢ = G% = G} and v¢ = 72 = ;. Since T(Gy, cx) is unsatisfiable, so are T'(G}, v(z.)) =
T (G, cx)|xe and T(G, v (Te)) = T(Gk, cx)|Te. So both uy, and uy, computes SearchV ertex over
the graph G.. But if ab is a bridge in Gy, then G and Gz are two distinct component of G.. Then
uy, computes SearchVertex restricted to the component that is responsible for T'(Gy, ¢ )|Te being
unsatisfiable. Similarly, ug, computes SearchV ertex restricted to the component that is responsible
for T'(G, ci)|z. being unsatisfiable. Note that, by Lemma 52, if the component for uy, is G¢, then the
component for uy, must be G%, and vice versa.

Example 32. Let GG, be the graph shown on the left in Figure 4.4 with the charges c;, indicated by a color
code: all gray vertices have charge 0 and all with vertices have charge 1. The edge e = ab is a bridge
of G}. Let GY, (resp. Gi) be the connected component of G, — e containing a (resp. b). If a node uy,
in a well-structured FBDD computes the relation SearchV ertex(Gy, cx ), then its O-child uy, computes
the relation SearchV ertex for the graph Gz with the charge function restricted to V(Gz), because as
the middle picture shows, the charge distribution on component Gz is the reason for T'(G, ¢, )| T being
unsatisfiable. Analogously, the 1-child wuy, computes the relation SearchV ertex for the graph G, with
the charge function restricted to V' (G), because as the rightmost picture shows, the charge distribution
on component G, is the reason for T'(Gy, ¢ )|z, being unsatisfiable. <

We will use the following result from [IRSS21].

Lemma 53. [IRSS21, Lemma 1.4] Let T(G, ¢) be an unsatisfiable Tseitin formula where G is connected
and let B be an FBDD of minimal size computing the relation SearchVertex(G,c). Then B is well-
structured.

4.5 From Unsatisfiable to Satisfiable Tseitin Formulas

In this section we prove Theorem 22. Similarly to Theorem 14 in [IRSS21], the proof is based on a
reduction from a well-structured FBDD for SearchVertex(G, c) to a circuit in DNNF computing the
satisfiable formula T'(G, 0).

Lemma 54. Let G be a connected graph. Let T(G,0) and T (G, ¢) be Tseitin formulas where T'(G, ¢) is
unsatisfiable. For every well-structured FBDD B computing SearchV ertex(G, c) there exists a circuit
in DNNF of size O(|B| x |V(G)|) computing T'(G, 0).

Proof. Let S = |B| and denote by w1, ..., ugs the nodes of B such that if u; is a successor of u;, then
J < i (thus ug is the source of B). For every 1 < i < S, the node u; computes SearchVertex(Gj, ¢;).
We will show how to iteratively construct circuits D', ..., D® in DNNF such that for every i, D’ is a
subcircuit of D! and
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for all v € V(G}), there is a node s in D* such that D¢ computes T(G;, ¢; + 1, mod 2). (%)

For convenience, we remove the mod2 notation in this proof and assume that all arithmetic is over
Fy. The graphs G, --- ,Gg are each connected so by Lemma 9, if T'(G;, ¢;) is unsatisfiable, then
T(G;, c; + 1,) is satisfiable for every v € V(G;). We show by induction on i how to construct D* from
D=1 while respecting ().

Base case. u; is a sink of B, so it computes SearchVertex(G,, 1,) where G, = ({v}, ) for some
vertex v € V(G). Thus we define D; as a single node labelled by the constant 1, which indeed computes
T(Gy, 1, + 1,) = T(G,,0) = 1. So D; is a circuit in DNNF respecting ().

Now suppose that we have the circuit D*~! in DNNF satisfying () and consider the node w;, of B.
There are two cases:

Inductive case 1: uy is a sink of B. We argue as for Dy, but since we already have a node labelled by
the constant 1 in D*~!, we just define D¥ = D*~! and we are done.

Inductive case 2: uy, is a decision node for the variable . with O-child wy, and 1-child u;, . Recall that
B, computes SearchVertex(Gy, c) and let e = ab. There are two cases. If e is not a bridge in G}, then
G¢ = G® = G}, — e and, by the well-structured property, By,,, computes SearchVertex(Gy — e, ci)
and By, computes SearchVertex(Gy — e, ci + 1, + 1;). Forevery v € V(GYy,), since kg, k1 < k, by
induction there is a node s, in D*o such that D§3 computes T'(Gy, — e, i, + 1,) and a node o, in Dy,
such that D(’;lj computes T'(Gy — e, ¢, + 14 + 1 + 1,). So for every v € V(Gy) we add to DF—1 an
V-node g, whose left input is T¢ A s,, and whose right input is . A 0,. By construction, g, computes
T(Gp,cr + 1,) and the new A-nodes are decomposable since e is not an edge of G, — e and therefore
. and 7, do not appear in D*0 or D¥1,

If otherwise e = ab is a bridge in Gy, then by the well-structured property, there exist i € {0,1}
and a literal e € {Z¢, .} such that B, computes SearchVertex(Gy,v; (L)) and By, . computes

SearchVertex(G2,~%(L.)). We construct a gate g, computing T'(Gy, ¢, + 1,) for each v € V(Gy,).
Assume, without loss of generality, that v € V(G%), then

o T(G,cp+ Ly)|[le = T(GE, vE(Le) + 1,) AT(GY, 48 (L)) = 0 (because T(GY, 42 (£.)) = 0), and
o T(Gr,cx + Lo)lle = T(GE, v (L) + Lo) AT(GY (L))

For the second item, since ko, k1 < k, by induction there is a gate s, in D" such that ij; computes
T(G¢,~v¢(¢e) + 1,) and there is a gate s, in D¥1=¢ such that bel_i computes T(G%, v (Ce) + 1p).
But vx(le) = Yi(le) + 1g + 1p, so 'y,l;(ﬁe) = ’y,i(@) + 1, therefore bel’i computes the formula
T(G%,~%(£.)). So we add an A-node g, whose left input is /. and whose right input is s, A s; and add
it to D*~!. Note that A-gates are decomposable since Gy, and GZ share no edge and therefore D0 and
D*1 are on disjoint sets of variables.

Let D* be the circuit after all g, have been added to D¥=1. Then DF is a circuit in DNNF that
contains D*~! as a subcircuit and that satisfies (x).

It only remains to bound | D®|. To this end, observe that when constructing D* from D*~! we add
at most 3 x |Vi| gates, so | D¥] is at most 3(|V;| + - -- + |Vs|) = O(S x |V(G)|). Finally, take any root
of D® and delete all gates not reached from it, the resulting circuit is a circuit D in DNNF computing a
satisfiable Tseitin formula 7'(G, ¢’). We get a circuit in DNNF computing 7'(G, 0) using Lemma 23. [
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Combining Theorem 21, Corollary 4, Lemma 53 and Lemma 54 as follows yields Theorem 22:

Regular Refutation Length for an unsatisfiable 7'(G, c)

> FBDD size for SearchClause(T (G, c)) (Theorem 21)

> FBDD size for SearchVertex(T (G, c)) (Corollary 4)

= well-structured FBDD size for SearchVertex(T(G,c)) (Lemma 53)

> DNNF size for T(G, 0)/O(|V(G))) (Lemma 54, Lemma 23)

It suffices to combine Theorem 22 with our lower bound on the DNNF size of satisfiable Tseitin formula
proven in Chapter 1 to obtain the main result of this chapter, which is that the length of any regular reso-
lution refutation of any unsatisfiable Tseitin formula over a graph G is exponential in tw(G)/A(G): Let
G be a connected graph with maximum degree at most A and let 7'(G, ¢) be an unsatisfiable Tseitin for-
mula. The length of the shortest regular resolution refutation of T'(G, c) is at least 22((G)/2) |y (G)| 1.

4.6 Conclusion and Perspectives

The main result of this chapter is a characterization result: we have fully characterized unsatisfiable
Tseitin formulas over graphs, whose maximum degree is bounded by a constant, that have regular reso-
lution refutations of polynomial size. The two downsides of this characterization are, first the restriction
to graphs of bounded degree, and, second, the restriction to regular resolution refutations. The first
restriction can actually be avoided thanks to the recent result of Itsykson, Razianov and Smirnov who
proved that the DNNF size of satisfiable Tseitin formulas over any graph (and not only those of bounded
degree) is exponential in the treewidth of the graph [IRS22]. Concerning the assumption of regularity,
one could perhaps lift it by proving that the shortest general resolution refutation of every unsatisfiable
Tseitin formula is essentially regular. We ask whether this conjecture is true.

Open question 4. For unsatisfiable Tseitin formulas, are the length of the shortest regular resolution
refutation and the length of the shortest resolution refutation polynomially related?

One could give a positive answer to the question by proving that the smallest branching programs for
the SearchClause predicate for unsatisfiable Tseitin formulas are read-once branching programs. It
can be shown that this result would not extend to the SearchV ertex predicate: the smallest branching
programs for this predicate are generally not read-once. But there is hope that the result holds for the
SearchClause predicate. We leave this open for future work.
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Extending the Knowledge Compilation
Map to New Fields
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Chapter 5

Enumeration Queries on Compilation
Languages

The compilation of knowledge into a language is only half of knowledge compilation. The second part,
the online part, is reasoning on the circuit resulting from the compilation process. One of the goals
of a knowledge compilation map is to help a user choosing a compilation language for its problem by
linking each language to queries and transformations that are tractable for the language. It is then up
to the user to decide which queries and transformations are useful to solve the problem at hand, and
to choose the compilation language accordingly. In Darwiche and Marquis’ compilation map [DMO2],
eight queries that occur naturally in logical reasoning (satisfiability, model counting, clausal entailment,
etc.) and eight transformations corresponding to basic logical operations (conjunction, disjunction, nega-
tion, etc.) are studied. However each new application of knowledge compilation brings its bucket of
new queries to be analyzed for each compilation language. Examples of new queries include forgetting
queries in QBF solving [CBLMO05, FM06], minimization queries with respect to a cost function in op-
timization problems [KBLM16], and verification and explanation queries in the context of eXplainable
Al (XAI) [AKMZ20]. In this chapter, we focus on the hardness of particular queries that are enumeration
queries.

Enumeration problems consist in listing the elements of a set. This type of problems has appeared
more than 50 years ago in graph theory with the enumeration of cycles [Tie70] and have since found
applications in many other domains of computer science including logic, database theory, data mining,
etc. (see [Was16] for an ongoing compendium of enumeration algorithms). Enumeration queries differ
from decision and function queries in that the expected answer is not a single element but potentially a
large sequence of solutions. Thus one has to worry about how the solutions are listed: are they given
together in one big set or are they listed incrementally and, in the latter case, what about guarantees
on their incremental generation? As an example, one of the eight queries of Darwiche and Marquis’
map is model enumeration that asks to generate the set of all satisfying assignments of a circuit in
output-polynomial-time. The existence of such output-polynomial time algorithm is a desirable but
one is often more interested in more efficient enumeration algorithms, see e.g. [Str19] for a survey on
the different enumeration complexity classes. Given the reasoning power of the different compilation
languages, one can expect efficient enumeration algorithms in these languages. This is certainly true
for model enumeration [DMO02, CS21, ABJM17] but in this chapter we show more mitigated results for
the enumeration of specific implicants, namely prime implicants, sufficient reasons and subset-minimal
abductive explanations.

After a preliminary section where we introduce the specific implicants to be considered and some
enumeration complexity classes, we study the enumeration of prime implicants from circuits in dec-
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DNNF and prove that it is in INCP, the class of polynomial incremental time enumeration problems. We
then focus on two closely related, but seemingly harder, enumeration problems where further restrictions
are put on the implicants to be generated. In the first problem, one is only interested in prime impli-
cants representing subset-minimal abductive explanations, a notion much investigated in Al for more
than three decades. In the second problem, the target are prime implicants representing sufficient rea-
sons, a recent yet important notion in the emerging field of eXplainable Al, since they aim to explain
predictions achieved by Machine Learning classifiers. We provide evidence showing that enumerating
prime implicants corresponding to subset-minimal explanations or to sufficient reasons is not even fea-
sible in output-polynomial time. The results of this chapter have been presented in the article [dCM22a]
co-authored with Pierre Marquis.
For the sake of readability, in this chapter, several proofs are deferred to Section 5.5..

5.1 Enumeration Queries and Enumeration Complexity

5.1.1 Enumeration Complexity

We introduce some enumeration complexity classes as described in [Str19]. Let 3 be an alphabet and let
A be a binary predicate in X* x ¥*. Given an instance x € X* (the input), A(x) (the set of solutions)
denotes the set of all y € ¥* such that A(z,y). The enumeration problem Enum-A is the function
mapping x to A(z). We say that Enum- A is in the class EnumP if for every y € A(x), |y| is polynomial
in |x|, and if deciding whether y is in A(z) is in P. Contrary to other enumeration complexity classes,
EnumP does not capture the complexity of computing the set of solutions A(x), it serves more as a
counterpart of NP for enumeration problems.

The computation model used for the enumeration of solutions is the random access machine (RAM)
model, see e.g. [AHU74] for a description of this model and [Str19] for details on why RAM have been
chosen rather than Turing machines. We do not feel compelled to give details on the RAM model as
we do not deal with fine-grained complexity results in this chapter (we are satisfied by just proving
that such or such algorithm runs or does not run in time polynomial in the size of its input). A RAM
solves Enum- A if, for all z, it returns a sequence ¥, ..., ¥, of pairwise distinct elements such that
{y1,...,ym} = A(x). We say that Enum- A is in OutputP if there is a RAM solving Enum-A in time
O(poly(|x| + |A(z)|)) on every input z. OutputP is a relevant enumeration class when the whole set of
solutions is explicitly asked for. For instance, the dualization of a monotone CNF formula ¢ is the task
of generating a DNF formula equivalent to ¢. Because of the monotony condition on ¢, the terms used
in any smallest DNF formula equivalent to ¢ are precisely its prime implicants. Thus, the dualization
problem boils down to enumerating all the prime implicants of ¢. In this context an output-polynomial
time algorithm is relevant.

For other applications, computing only a fixed number of solutions may be enough. A RAM solves
Enum-A in incremental time f(¢)g(n) if on every z, it runs in time O(f(¢)g(|z|)) and returns a sequence
Yi,...,y; of ¢ pairwise distinct elements of A(x) when ¢t < |A(x)|, and the whole set A(x) when
t > |A(x)|. We say that Enum-A is in IncP,, if there is a RAM that solves A in incremental time
O(t%n?) for some constant b. We write IncP = |J,~ IncP,. INCP has a simple characterization that
uses the function problem AnotherSol-A which, given z and S C A(x), returns some y € A(z) \ S
when S # A(x), and false otherwise. Recall that FP is the functional version of P, that is, FP is the
class of function problems (and not only decision problems) that can be solved by a deterministic Turing
machine in polynomial time. It is known that:

Proposition 3 ([Str19]). A problem Enum-A in EnumP is in InCP if and only if AnotherSol- A is in FP.
Moreover, if there is a algorithm answering AnotherSol-A(z, S) in O(|S|%|x|?) for some constants a and
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b, then Enum-A is in InCP 1.

It is readily verified that IncP, C OutputP for every a > 0, thus IncP C OutputP. Moreover the
inclusion is believed to be strict [Str19].

Our investigation of the tractability of enumeration problems in compilation remains mostly theo-
retical. When practical applications are envisioned, enumeration algorithms are usually split into two
phases: a preprocessing phase at the end of which the input (z in our case) is enriched with indexes, and
the enumeration phase itself. Efficient enumeration algorithms are then subject to strict requirements
which are that the preprocessing phase must be feasible in linear time, and that the delay between suc-
cessive solutions in the enumeration phase be constant or at worst linear in the size of the solution. In
particular, the delay between successive solution must be independent of the size of the indexed input
(see [Segl4] for a survey on constant-delay enumeration). Thus both constant-delay enumeration and
linear-delay enumeration are more restrictive than incremental polynomial-time enumeration and the in-
terest of the class INCP is more theoretical than practical. Both constant- and linear-delay guarantees are
beyond the scope of this chapter.

5.1.2 Enumeration Queries in the Compilation Map

In the settings that interest us, the instance previously denoted by x is restricted to circuits in a given
compilation language L. We use the term “Enum- A from L” to refer to the enumeration problem Enum- A
whose input is taken in L. Let us clearly set the boundaries of our investigation on enumeration queries
in compilation languages: for a given enumeration problem Enum-A over a compilation language L,
our goal is first to determine whether Enum- A from L is in OutputP, and if the answer is positive, then
we want to determine whether Enum-A from L is in IncP. In particular, when Enum-A from L is not
(or thought not to be) in OutputP, we provide evidence supporting this claim but we do not further
investigate the complexity of Enum-A from L.

We illustrate the enumeration classes defined in the previous section using enumeration queries that
are already (more or less directly) studied in the compilation map. In the following definitions, D is a
circuit in L. The predicates MOD and CMOD describe the models and the counter-models of a circuit
D.

MOD(D, a) < ais an assignment to var (D) that satisfies D

CMOD(D, a) < a is an assignment to var(D) that falsifies D

Thus we have MOD(D) = sat(D) and CMOD(D) = {0,1}*"(P)\ sat(D). Enum-MOD from DNNF,
d-DNNF, etc. is one of the eight initial query from the knowledge compilation map of Darwiche and
Marquis [DMO02]. Indeed “Enum-MOD from L” corresponds to the query ME (Model Enumeration). A
language L is said to support ME if and only if Enum-MOD from L is in OutputP. Since it is shown
in [DMO2] that all sublanguages of DNNF, and more generally all languages where conditioning and
satisfiability check are tractable, supports ME we already have the following:

Lemma 55. [DMO02, Lemma A.3] Let L be a language supporting polynomial-time conditioning and
polynomial-time satisfiability check, then Enum-MOD from L is in OutputP.

It is straightforward to adapt the algorithm given in [DMO02, Lemma A.3] so that it incrementally
generates of models of a circuit in DNNF. The algorithm is for instance details in the proof of [FM14,
Proposition 3].

Lemma 56. [FM14, Proposition 3] Let L be a language supporting polynomial-time conditioning and
polynomial-time satisfiability check, then Enum-MOD from L is in IncP1.
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The dual problem of enumerating counter-models can be studied analogously. The idea is simply to
replace satisfiability queries by validity queries, i.e., to ask whether a circuit computes a function that has
no counter-models. So for the problem “Enum-CMOD from L” one just has to know whether validity
testing — a query known as VA in [DMO02] — (and conditioning) is feasible in polynomial-time in L.

Lemma 57. Let L be a compilation language that does not support polynomial-time validity check unless
a hypothesis H from complexity theory fails, then Enum-CMOD from L is not in OutputP unless H fails.

Proof. Assume there exists an algorithm that returns the set M of counter-models of a circuit D € L in
less than p(|D|)q(|M|) elementary steps (so in O(p(|D|)q(|M])) time) with p and g two polynomials.
Then one can decide the validity of D by running that algorithm for at most p(|D|)g(1) steps. If the
algorithm has not stopped by then, then D has at least one counter-model and thus is not valid. O

Replacing satisfiability queries by validity queries in the algorithm for Enum-MOD described in [FM 14,
Proposition 3], it follows that:

Lemma 58. Let L be a compilation language that supports polynomial-time validity check and condi-
tioning then Enum-CMOD from L is in IncP1.

Consequences of these lemmas are that Enum-CMOD from DNNF is not in OutputP unless P = NP
while Enum-CMOD from d-DNNF is in IncP;. We should note that by this latter result, enumerating the
models of the negation of a circuit D in d-DNNF is easy, while no definitive answer (or even conditional
answer) to the question “does there exist a polynomial-time algorithm to generate a circuit in d-DNNF
computing =D’ is known.

5.1.3 New Enumeration Queries

We now turn to the enumeration of objects more complexe than models and counter-models. The objects
that we focus on are derivatives of the dual concepts of prime implicants and prime implicates. Recall
that an implicant ¢ of a function f, thus a term ¢ such that ¢t |= f, is a prime implicant of f if and only if
no implicant ¢’ of f distinct from ¢ is such that ¢ |= ¢’. Similarly a prime implicate of f is a clause ¢ such
that f = ¢ and no implicate ¢’ of f distinct from c is such that ¢’ = c. We define the predicates

IP(f,t) < t is a prime implicant of f
PI(f,c) < cis a prime implicate of f

So IP(f) and PI( f) are the set of prime implicants of f and the set of prime implicates of f, respectively.
Within Al, prime implicants and prime implicates have been considered for modelling and solving a
number of problems, including compiling knowledge [RAK87] and generating explanations of various
kinds. This is the case in logic-based abductive reasoning (see e.g., [SL90, EG95]), a form of inference
required in many applications when the available knowledge base is incomplete (e.g., in medicine) and
because of such an incompleteness, it cannot alone explain the observations that are made about the
state of the world. Formally, the explanations one looks for are terms over a preset alphabet (composed
of the so-called abducible variables, e.g., representing diseases) such that the manifestations that are
reported (e.g., some symptoms) are logical consequences of the background knowledge when completed
by such a term. In order to avoid trivial explanations, one also asks those terms to be consistent with the
knowledge base. Explanations that are the less demanding ones from a logical standpoint (i.e., subset-
minimal ones) can be characterized as specific prime implicants. Thus we introduce the predicate SE,
for subset minimal explanations, that capture implicants of a function over a variable set X given as part
of the input:
SE((f,X),t) < tis aprime implicant of f such that var(t) C X
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In model-based diagnosis, one is interested in computing kernel diagnoses [dKMR92], which are
also specific prime implicants of the Boolean function representing the available knowledge about the
system to be diagnosed (i.e., the description of the system, together with the observations made, e.g., the
inputs and outputs of the system). Only those prime implicants built up from variables used to represent
the states of the components of the system (normal or not) are considered. More recently, deriving
explanations justifying why certain predictions have been made has appeared as essential for ensuring
trustworthy Machine Learning (ML) technologies [Mil19, Mol19]. In the research area of eXplainable
Al (XAI), recent work has shown how ML classifiers of various types (including black boxes) can be
associated with Boolean circuits (alias transparent or “white” boxes), exhibiting the same input-output
behaviours [NKR' 18, SCD18a, SCD19a]. Thanks to such mappings, XAl queries about classifiers can
be delegated to the corresponding circuits. The notion of sufficient reasons of an instance given a Boolean
function f modelling a binary classifier has been introduced in [DH20]. Given an assignment « to the
problem variables such that f(a) = 1 (resp. f(a) = 0), a sufficient reason for a is a subset-minimal
partial assignment o’ which is compatible with a (i.e., a and a’ give the same values to the variables that
are assigned in a) and which satisfies the property that for every extension a” of a’ we have f(a”) =1
(resp. f(a”) = 0). The features assigned in a’ (and the way they are assigned) can be viewed as
explaining why « has been classified by f as a positive (or as a negative) instance. Thus we introduce
another predicate for sufficient reasons:

SR((f,a),t) < tis a prime implicant of f satisfied by the assignment a

For simplicity we use the ternary notations SR(f, a,t) and SE(f, a,t) and we let SR(f, a) denote the set
of sufficient reason for a given f and SE(f, X) denote the set of subset-minimal abductive explanations
over X given f.

Whatever the way prime implicants are used, generating them is in general a computationally de-
manding task, for at least two reasons. On the one hand, deriving a single prime implicant of a Boolean
function represented by a propositional formula (or circuit) is NP-hard since such a formula is satisfiable
when it has a prime implicant, and it is valid precisely when this prime implicant is the empty term. On
the other hand, a source of complexity is the number of prime implicants that may prevent from comput-
ing them all. Indeed, it is well-known that the number of prime implicants of a Boolean function can be
exponential in the number of variables of the function, and, for many representations of the function, also
exponential in the size of the representation (just consider the parity function as an example). In more
detail, the number of prime implicants of a Boolean function can be larger than the number of models of
the function [DF59]; there also exist families of Boolean functions over n variables having Q(%) prime
implicants [CM78].

In the next sections we study Enum-/P, Enum-PI/, Enum-SE and Enum-SR from sublanguages of
DNNF, in particular from dec-DNNF. We start with the general problems of enumerating prime im-
plicants and prime implicates before addressing the cases of specific implicants (sufficient reasons and
subset minimal explanations).

5.2 Enum-IP and Enum-PI from dec-DNNF are in OutputP

We start with a couple of easy results. First of all, since there is a linear-time procedure to verify that
a term is an implicant of a circuit in d-DNNF, there is a polynomial-time algorithm to decide whether
a given term is a prime implicant of a circuit in d-DNNF. Similarly, there is a linear-time algorithm for
checking whether a given clause is an implicate of a circuit in DNNF, so there also is a polynomial-
time algorithm to decide whether it is a prime implicate of the circuit. On the other hand, there is no

106



5.2. Enum-IP and Enum-PI from dec-DNNF are in OQutputP

polynomial-time algorithm answering validity queries on arbitrary circuits in DNNF unless P = NP.
Since deciding the validity of a function f boils down to deciding whether IP(f) = {t;} we get:

Lemma 59.

e Enum-IP from d-DNNF is in EnumP.
o Enum-IP from DNNF is not in EnumP unless P = NP.

e Enum-PI from DNNF is in EnumP.
Deciding the validity of a function f is also equivalent to deciding whether PI(f) = () thus
Lemma 60. Enum-PI from DNNF is not in OutputP unless P = NP.

The question of the membership of Enum-IP from d-DNNF and of Enum-P/ from d-DNNF in Out-
putP eludes us, but we are able to give an answer for the sublanguage dec-DNNF. Before that we impose
a restriction on the circuits in dec-DNNF studied in this chapter. We say that a a circuit D in dec-DNNF
is reduced when, for every node v of D, we have D,, = 0 if and only if v is a leaf labelled by 0, and
D, = 1if and only if v is a leaf labelled by 1. Since satisfiability queries and validity queries are feasible
in linear time in dec-DNNF, reducing a circuit in dec-DNNF is a linear-time preprocessing.

It is known that Enum-/P from OBDDs is in OutputP [MC91], and it is not hard to extend this result
to circuits in dec-DNNF. We briefly describe the output-polynomial-time construction of /P(D) for a
circuit D in dec-DNNF as it is important for subsequent results. The construction is based on the two
following folklore propositions. Given a set of Boolean functions F, we denote by max(F, =) (resp.
min(F, |=)) the subset of functions f € F such thatno f' € F \ {f} verifies f = [’ (resp. f' = [).

Proposition 4. [Mar93] Let f and g be Boolean functions. Then IP(f N g) = max({t At' | t €
IP(f), t' € IP(9)}, ). Furthermore, if var(f) Nvar(g) = 0, then IP(f Ng) = {t ANt' |t € IP(f), t' €

1P(g)}.

Proposition 5. Let f be a Boolean function and let x be a variable. Then

IP(f) = {t AT |t € IP(f]Z), t ¥~ fle} U{t A |t € IP(fle), t i fI7) UIP(f]Z A fl2)

Note that t € IP(f|) (resp. IP(f|z)) entails f|x (resp. f|Z) if and only if ¢ is subsumed by some term in
IP(f|Z A f|x). As a consequence, from IP( f|Z) and IP( f|z), one construct IP( f|ZT A f|x) in polynomial
time thanks to Proposition 4 and we use it to derive IP( f) thanks to Proposition 5.

We also have that:

Proposition 6. Let f be a Boolean function and let x be a variable. Then
(P(f)| = max(|[IP(f[z)], [IP(f|z)]).

For the proof of Proposition 6, we point to the algorithm for conditioning a prime implicant represen-
tation provided in [DM02]. The algorithm constructs the prime implicants of f|¢ as the logically weakest
terms of the DNF formula \/,;p( ) t|¢, or more formally IP(f|¢) = max({(¢|¢) | t € IP(f)},|=). This
is enough to derive [IP(f|¢)| < |IP(f)|.

Consider now a circuit D in dec-DNNF and an internal node v with two children v and w. If the
sets IP(D,,) and IP(D,,) are provided, then IP(D,,) is obtained in polynomial-time using Proposition 4
if v is a decomposable A-gate, and using Proposition 5 if v is a decision node. Furthermore, in both
cases, we have |IP(D,)| > max(|[IP(D,)|,|IP(Dy)|). These observations lead to a simple algorithm
that generates /P(D) by computing the sets IP(D,,) for every node v of D considered in a depth-first
traversal. Since constructing the set of prime implicants for any node given that of its children is tractable,
since this set is smaller than |[P(D)|, and since it is computed only once, the algorithm runs in time
O(poly(|D| + |IP(D)])). Thus, we get:
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Figure 5.1: An output-polynomial time construction of the set of prime implicants of a dec-DNNF.

Lemma 61. Enum-IP from dec-DNNF is in OutputP.

Example 33. Figure 5.1 shows a circuit in dec-DNNF and the construction of the sets of prime implicants
of each of its sub circuit. Following Proposition 5, we detail the construction of the set { z W,z 5, Z w, WS}
of prime implicants of the circuit rooted under the right-most decision node labelled by y. Call that cir-
cuit D. For the construction we assume that we have already computed the set of prime implicants of the
children of the root of D, in that case {w s} and {zw,Z 3, Zw,w3s}. To construct IP(D) from Proposi-
tion 5 we first look at the terms obtained conjoining ¥ to prime implicants of D|y, we obtainy z w, y Z S,
yZw and yw s. Since only the fourth term is an implicant of D|y we have {7z w,yz5,5zZw} C IP(D).
Then we look at the terms obtained conjoining y to prime implicants of D|y, we have only one: yw s.
Since that term is an implicant of D|y, it is not in /P(D). Finally the remaining implicants of D are
exactly the terms in I/P(D|y A D|y) = max({zws,zZws,zwws,ws}, ) = {ws}. <

Recall that circuits in dec-DNNF are not structured (by a vtree) generally. In particular, for the
sublanguage of read-once binary decision diagrams, it is not required that all computation paths respect
the same variable ordering for the result of Lemma 61 to hold (the result applies to FBDDs as much as
to OBDDs).

It is worth explaining in a few lines why the output-polynomial-time construction of IP(D) for D a
circuit in dec-DNNF is not easily extended to circuits in d-DNNF. A key component of the construction
is the fact that for a node v of the circuit D in dec-DNNF that has two children « and w, it holds that
[IP(D,)| > max(|IP(D,)|, |IP(D,)|). This property can be interpreted by saying that it is not a waste
of time or resource to compute /P(D,,) and IP(D,,): we might as well compute IP(D,,) and IP(D,,) to
construct IP(D,) since the latter set is necessarily larger and can be computed easily from the former
two. In a circuit in d-DNNF, this property can be lost at deterministic VV-nodes. Indeed, consider the
simple case of a deterministic circuit D’ over X U {y} whose root v is a V-node that has two children u
and w. D), computes the function y Aeven(X ) where even(X) accepts exactly the assignments to X that
set an even number of variables to 1, and D!, computes the function y A odd(X') where odd(X) accepts
exactly the assignments to X that set an odd number of variables to 1. So D’ = D] = D,V D., = y. We
have that D’ is reduced and that IP(D’) = {y}. However the prime implicants of even(X) and odd(X)
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are exactly their respective models so both IP(y A even(X)) and IP(y A odd(X)) have size 2!%|=1. This
simple example shows that we can have |IP(D,)| < min(|IP(D,)|,|IP(D,)|) in a reduced circuit in
d-DNNF. This discourages us from applying a procedure to compute the prime implicants of a circuit
in d-DNNF similar to that used for circuits in dec-DNNF. However this does not mean that there is no
output-polynomial-time algorithm for Enum-7 P from d-DNNF. The existence of such an algorithm still
eludes us.

We rapidly discuss the case of Enum- P/ from dec-DNNF. The concept of prime implicates is dual
to that of prime implicants and the above propositions for prime implicants have a dual version from
prime implicates.

Proposition 7. Let f and g be Boolean functions. Then PI(f V g) = min({c VvV ¢ | ¢ € PI(f), ¢ €
PI(g)}, F)-

Proposition 8. Ler f and g be Boolean functions. If var(f) Nwvar(g) = 0 and if  and g are satisfiable
then PI(f A g) = PI(f) U PI(g) and PI(f) N PI(g) = (.

Proposition 9. Let f be a Boolean function and let x be a variable.

PI(f) ={cVT | ce PI(f|T), flz [~ c}
U{cVx|cePI(flx), flT £ c}
UIP(f|Z V flx)

Proposition 10. Let f be a Boolean function and let x be a variable. Then

[PI(f)| = max(|PI(f[z)], [PI(f]2)])-

Propositions 8 and 9 ensure that for © a node in a circuit D in dec-DNNF that has two children v and
w, PI(D,,) can be computed from PI(D,) and PI(D,,) in polynomial-time. And Propositions 8 and 10
ensure that |PI(D,,)| > max(|PI(D,)|,|PI(D,)|). Thus the procedure that we use to prove that Enum-IP
from dec-DNNF is in OutputP can be modified to compute prime implicates and therefore

Lemma 62. Enum-PI from dec-DNNF is in OutputP.

Note that extending the procedure to circuits in d-DNNF is again not an option, even if Proposi-
tion 7 gives a polynomial time construction of PI(D,) from PI(D,,) and PI(D,,) when v is an V-node.
Indeed we have the problem that |PI(D,)| may be much smaller than min(|PI(D,,)|,|PI(D.,)|). For
instance when D,, computes even(X) and D,, computes odd(X) we have that |PI(D,)| = 0 while
\PI(D,,)| = |PI(D,)| = 2XI=1. Again, the impossibility to extend our output-polynomial-time con-
struction from circuits in dec-DNNF to circuits in d-DNNF does not mean that Enum-P/ from d-DNNF
is in not OutputP. This is still an open question.

5.3 Enum-I/P and Enum-PI from dec-DNNF are in IncP

We investigate Enum-/P and Enum-PI from dec-DNNF from the incremental enumeration perspec-
tive. Based on Proposition 3, we design a tractable algorithm AnotherIP for solving the problem
AnotherSol-IP, thus showing that Enum-/P from dec-DNNF is in IncP. The case of Enum-PI is again
dual to that of Enum-/P.
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5.3.1 Solving the decision variant of AnotherSol-IP

We first consider the decision variant of AnotherSol-IP from dec-DNNF: given a circuit D in dec-DNNF
and a set S C IP(D), return false if and only if S # IP(D). The problem is easily answered by a simple
hack of the output-polynomial-time algorithm described in the previous section. The idea is simply to
run the output-polynomial-time algorithm but every time a set IP(D,,) has been constructed for some
node v in D, we compare |[P(D,)| to |S|. If |IP(D,)| > |S| then since |IP(D)| > |IP(D,)| we have
that S # IP(D).

Lemma 63. There is an algorithm which, given a circuit D in dec-DNNF and a set S C IP(D), returns
false if S # IP(D) and true otherwise, and runs in time O(|S|*poly(|D))).

Proof. The output-polynomial-time algorithm to generate /P(D) described in the previous section works
by constructing the sets IP(D,) for every node v of D taken in depth-first order. As explained before, to
decide whether S = IP(D), we can modify the algorithm so that it stops as soon as it has constructed a
set IP(D,,) for some node v such that [[P(D,)| > |S|. If no such node is found then /P(D) = S and the
algorithm has taken O(|IP(D)|poly(|D|)) = O(|S|poly(|D|)) time to terminate. Otherwise assume the
algorithm ends after visiting k nodes vy, . . ., v = v (in that order) and finding that |IP(D,)| > |S|. Then
we have that [[P(D,,)| < S for all i < k (otherwise the algorithm would have terminated before). The
running time of the algorithm in this case is O(Zf?:1 |IP(D.,)|poly(|D])) = O((|IP(Dy)| + |S|(k —
1))poly(|D])) = O(([IP(Dy)| + |S||D|)poly(|D])). We just have to show that |[IP(D,)| = O(|S|?)
to conclude. IP(D,) is constructed from two sets IP(D,,) and IP(D,,) with 4,7 < k. Either v is a
decomposable A-node and by Proposition 4 we have [IP(D,)| = [IP(D,,)||[IP(D,,)| < |S|*, orvis a
decision node for a variable 2 and by Proposition 5 we have |[IP(Dy)| < [IP(Dy,)|+[IP(Dy; )|+|IP(Dy, A
Dy;)| < 2[S|+[IP(Dy; A Dy,)|. Since by Proposition 4 we have [IP(Dy, A Dy, )| < [IP(Dy,)||[IP(Dy;)]
we have [IP(D,)| < 2|S| + |S?| = O(]S?)). O

5.3.2 Propagating a prime implicant in D

Consider the algorithm of the previous subsection that decides whether S = IP(D) and assume it has
returned false because it has constructed a set IP(D, ) for some node v in D such that |[IP(D,)| > |S|. We
do not know how to modify the algorithm so that, instead of returning false, it returns a prime implicant
of D that is not in S. More precisely, there is only one “good” situation where we know how to adapt
the algorithm. In this section, we describe this “good” situation as it allows us to introduce the notion of
propagation of a prime implicant that will be useful later.

The “good” situation is when there is a term ¢ € IP(D,,) such that ¢ is not entailed by any ¢’ € S.
Then we can construct a prime implicant of D that entails ¢, and therefore is not in .S. To do so, we
choose a path from the root of D to v and we propagate t along that path using the following proposition
and Proposition 4.

Proposition 11. Let f be a Boolean function, let x be a variable, and let ¢ € {z,T}. Considert €
IP(f|0). Ift = f|(, thent € IP(f), otherwise t A L € IP(f).

Proof. Supposet |= f|¢. Then t is an implicant of f sincet = (f|ZAf|z) = (TAfIZ)V(zAflz)) = f.
To prove that it is prime let ¢’ be a strict subterm of ¢ and assume ¢’ |= f. We have = ¢ var(t) since
x & var(flf),sot’|¢ = t'. Ift' = fthent = ¢'|¢ = f|¢ and t is not a prime implicant of f|¢, a
contradiction.

Suppose t [~ f|¢. Then t Al is an implicant of f since tAL = (A FIE) = (EAf|T)V (A flx)) = f.
To prove that it is prime, let ¢’ be a strict subterm of ¢t A¢ and assume ¢’ = f. If £ & t/ thent' = /|0 |= f|{
and ¢ is not a prime implicant of f|¢, a contradiction. If however £ € ¢/, then write ' = t” A £ and observe
that ¢ = ¢/|¢ |= f|¢, so t is not a prime implicant of f|¢, another contradiction. O
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The idea behind the propagation of ¢ is simple. Consider the parent node p of v. If p is a decom-
posable A-node whose children are v and v/, then by Proposition 4 we find a prime implicant /P(D,,)
by conjoining any prime implicant of D,/ to ¢. One can find a prime implicant of D, in O(poly(|D]))
time using a procedure called GenerateIP (that will be given later). Otherwise, if p is a decision node
for a variable x, then by Proposition 11 either ¢ or ¢ \V ¢, is a prime implicant of D,, where ¢, is some
literal in x, and deciding which of the two is a prime implicant of D,, only requires deciding whether
t = Dyl = D,s, which takes O(]|D|) time. So in both cases we can construct a prime implicant of D,
that entails ¢ in O(poly(|D|)) time. We repeat the construction along the path until reaching the root of
D, and end up with a prime implicant of D that entails ¢ and thus is not in S.

Example 34. Figure 5.2b shows the propagation of the implicants € IP(D,,, ) along the path (vg, v1, v,
v3). We construct a prime implicant of D,,, from s, here since v3 is the 0-child of v2 and since s does not
entail the 1-child of vo we obtain 5 € IP(D,,). Then we construct a prime implicant of D,,, from Z5,
here since vy is the O-child of v; and since Z 5 does not entail the 1-child of v; we obtain b5 € IP(D,,).
Repeating the step one more time leads to gy zw € IP(D,,) = IP(D). <

Now the problem is that it is not clear that the “good” situation always occurs when |[[P(D,)| > |S|.
In the next subsection we follow another direction and present another algorithm to solve Another-IP.
The purpose of the current subsection was mainly to introduce the prime implicant propagation, which
is useful in the next subsection.

5.3.3 Augmenting an incomplete subset of IP(D)

Recall the construction of /P(D) discussed before Lemma 61. To address AnotherSol-IP on inputs D
and S, a reverse procedure is performed under the assumption that S = IP(D). Thus the idea is to
traverse the circuit top-down while updating .S, until we find some kind of “contradiction” — which we
will describe later — at a node of D. Then we will create a particular prime implicant of the circuit rooted
at that node, and we will propagate it along the path that has been followed to find the contradiction.
Figures 5.2a and 5.2b — that will be explained later — give an idea of the two-step procedure: “parse the
circuit top-down until finding contradiction” into “propagation of a new prime implicant”.

Before defining what a contradiction means in this setting, recalling some notations and propositions
is useful. For ¢ a term and X a set of variables, ¢ x denotes the restriction of ¢ to variables in X. If X and
var(t) are disjoint, then ¢y is the empty term. Note that the notation ¢ is consistent with the notation
tx.

It is convenient to introduce propositions that “reverse” Proposition 4 and 5. The proofs are written
in Section 5.5.

Proposition 12. Let D be a circuit in dec-DNNF and let S C IP(D). If the root of D is an A-node, let u
and w be its children and let Sy, = {tyq,(p,) | t € S} and Sy = {tyar(p,,) | t € S}. Then S, C IP(Dy)
and Sy, C IP(D,,) hold, and

S =1IP(D)iff S, =IP(D,) and S,, = IP(Dy,) and S = {ty, ANty |ty € Su,tw € Sw}-
Proposition 13. Let D be a circuit in dec-DNNF whose root is a decision node labelled by x. Let u
be its 0-child and w be its 1-child. Given S C IP(D), let S, = {t | t N\T € S} U (S NIP(D,)),

Sw={t|tNz e StU(SNIP(Dy))and 8" = {t |t € S,z & var(t)}. Then S, C IP(D,) and
Sw C IP(Dy,) hold, and

S =1IP(D) iff S, = IP(D,) and S,, = IP(D,)
and S" = max({t, Aty | tu € Su, tw € Suw}, E).
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We point out that, since verifying that a term is a prime implicant of a circuit in dec-DNNF is
tractable, the sets .S, and .S,, in Proposition 13 can be determined in polynomial time given .S and D.
Let v be a node in D and let S,, C IP(D,). When asked to determine whether S,, = IP(D,,), we say that
we have a contradiction at node v when

(cl) S, = 0 while D,, is satisfiable, or

(c2) v is a decision node with children v and w, and we have S, = IP(D,) and S,, = IP(D,)
but S" # max({ty Nty | tyu € Su, tw € Su}, =), where Sy, Sy, and S’ are defined as in
Proposition 13, or

(c3) v is a decomposable A-node and S, = IP(D,) and Sy, = IP(Dy,) but S # {ty, Aty | ty €
Suytw € Sw}

A contradiction at node v guarantees that S, # IP(D,). We will construct the set S, from S such
that, if S, # IP(D,) then S # IP(D). Checking that a contradiction (c1) occurs at node v is easy.
Contradictions (c2) and (c3) on the other hand require checking that S,, = IP(D,,) and S,, = IP(D,,).
While this can be done using Lemma 63, we choose to do it in another way that ensures that if

Su 7# IP(Dy)

(resp. Sy # IP(D,,)), then a contradiction is found at a node below u (resp. w).

Now let us describe in more details how we determine whether S = IP(D) (without using Lemma 63).
Let r be the root of D. We assume that r is an internal node (a decision node or a decomposable A-node)
whose children are u and w. If there is no contradiction (c1) at r then we use Propositions 12 or 13 to
construct the sets S, and S, and we recursively ask whether S,, = IP(D,,) and S,, = IP(D,,). Either
the recursion ends because a contradiction has been found at a node under u or w, in which case we
have that S # IP(D), or it stops by itself (i.e., when reaching the leaves of the circuit without ever
finding a contradiction), which shows that S,, = IP(D,,) and S,, = IP(D,,). In the latter case, if r is a
decomposable A-node then we have to construct {t, Aty | ty, € Sy, ty € Sy} to see whether it equals
S. If it does then by Proposition 12 we have S = IP(D), otherwise we have a contradiction (c3) at node
r. If r is a decision node then we have to construct S’ as in Propositions 12 and check whether S’ equals
max ({ty Aty | tu € Sy, tw € Sw}, =). If the two sets differ then we have a contradiction (c2) at node
r and by Proposition 13 we derive that S # IP(D), otherwise S = IP(D).

If we find a contradiction at a node v in D when asked whether /P(D,) = S,,, then we construct a
prime implicant in IP(D) \ S by first generating a prime implicant in /P(D,,) \ S, and by propagating it
in D along the path that lead to v.

The procedure is given by Algorithm MissingIP. The inputs are a circuit D in dec-DNNF, a set
S C IP(D) and a path P in D. A function A\ mapping the nodes of D to integers is used for memoization
purposes. Initially A(v) = —1 for every node v, but A(v) may be assigned a non-negative value at
some point. More precisely, the first time a call MissingIP(D,,S, P) returns false, we learn that
S = IP(D,) and set A(v) to |S|. Then for each later call MissingIP(D,,S’, P') with S’ C IP(D,),
we check whether S” = IP(D,) by verifying that A\(v) = |S’|. P is used to remember the ancestor nodes
that were visited before reaching a contradiction and, once a contradiction has been found, P helps us
finding a prime implicant of IP(D) \ S.

Example 35. Consider calling MissingIP(D,Sy,0) with D the circuit of Figure 5.1 and Sy =
{ryzw,zws,yws} aset of prime implicants of D. Figure 5.2a shows a scenario when MissingIP
(D, So,0) callsMissingIP(D,,, S1, (vg)), which in turn calls Mi ssingIP(D,,, Se, (vo,v1)), which

finally calls MissingIP(D,,, Ss, (vo,v1,v2)). Since S5 = () and D, is reduced and different from 0,
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(a) A path followed in MissingIP. (b) Propagation of an implicant.

Figure 5.2: Generation of a new prime implicant from a circuit in dec-DNNF.

the algorithm has reached a contradiction (c1) at node vs and has not returned false, thus indicating that
So # IP(D). The path followed to reach the contradiction is P = (v, v1,v2,v3). A prime implicant in
IP(D) \ Sp is generated by first finding a prime implicant in of D,,,, say it is 5, and then by propagating
it along P as described in Example 34. <

The proof of the next propositions on the soundess and running time of algorithm are deferred to
Section 5.5.

Proposition 14. Given a reduced circuit D in dec-DNNF and S C IP(D), MissingIP(D,S,0) runs
in time O (poly(|S| + |D|)), and it returns false if and only if S = IP(D).

The algorithm AnotherIP that generates a new prime implicant breaks into two steps. First
MissingIP(D,S, () searches for a contradiction. It returns false if none is found, otherwise it re-
turns a pair (¢, P) with P the path followed to reach a node v where the first contradiction has been
found, and ¢ a prime implicant of D,, that could not be derived from S. The procedure GenerateIP
is used to generate t. GenerateIP runs in polynomial time thanks to tractable model enumeration and
linear-time implicant check on circuits in dec-DNNF. Finally PropagateIP is called to propagate ¢
along the path P. The next proposition shows the correctness of AnotherIP:

Proposition 15. Let D be a reduced circuit in dec-DNNF and let S C IP(D). AnotherIP(D,S) runs
in time O(poly(|S| + |D|)). It returns false if S = IP(D), otherwise it returns a prime implicant of D
that does not belong to S.

On this basis, the existence of a polynomial incremental time enumeration of prime implicants for
circuits in dec-DNNF can be easily established:

Lemma 64. Enum-IP from dec-DNNF is in IncP.

Proof. Using Proposition 15, k prime implicants of D can be generated in time O(poly(k + |D|)) by
simply calling AnotherIP (D, S) k times, each time adding to S the new prime implicant that has been
computed. This shows that Enum-IP from dec-DNNF is in IncP. O

5.3.4 The Dual Case of Prime Implicates

We briefly justify that the previous algorithm can be adapted for enumerating prime implicates. First
let us consider the simple subcase where D is an FBDD instead of a circuit in dec-DNNF. It is easy to
see that Enum-PJ from FBDD is in IncP. Indeed, it is well-known that PI(f) = {—t | t € IP(—f)}

113



Chapter 5. Enumeration Queries on Compilation Languages

Algorithm 3: MissingIP(D, S, P)
Promises: D is reduced, S C IP(D)

1 Let v be the root of D and let P’ <— P U (v)

2 if A\(v) = |S| then return false

3 if S = () then

4 if v is labelled by 0 then set A(v) to 0, return false
5 else return (GenerateIP(D), P)

6 end

7 if v is a A-node with children v and w then

8 Construct Sy, and .S, as in Proposition 12

9 r < MissingIP(D,, Sy, P’)

10 if r # false then return r

11 r < MissingIP(Dy, Sy, P’)

12 if r # false then return r

13 S* 4~ {tu Nty |ty € Su,tw € Sy}

14 | if S # S* thenreturn (¢, P') forany t € S*\ S
15 elseif v is a decision node with children v and w then
16 Construct Sy, Sy, S’ as in Proposition 13

17 r < MissingIP(D,, Sy, P’)

18 if r # false then return r

19 r < MissingIP(Dy, Sy, P’)

20 if r # false then return r

21 S* «— max({ty Aty | tu € Su,tw € Sw}, =)

22 | ifS* # S then foranyt € S*\ S’ return (¢, P')
23 end
24 Set A(v) to |S| and return false

for every Boolean function, where —t here denotes a clause. So given an FBDD B, one can negate B
in constant time by switching the 0-sink with the 1-sink, and then enumerate the prime implicants of
—B. Each prime implicant generated is then negated using De Morgan law to obtain a prime implicate
of B. Unfortunately it is still unknown whether negation of a circuit in dec-DNNF (into another circuit
in dec-DNNF) is feasible in polynomial-time. But we remark that the propositions used to design and
analyse MissingIP have the following dual versions:

Proposition 16. Let D be a satisfiable circuit in dec-DNNF and let S C PI(D). If the root of D
is an N-node, let u and w be its children and let S, = {c | ¢ € S,var(c) Nwvar(D,) # 0} and
Sw = {c | c € S,var(c) Nvar(Dy,) # 0} (note that in this situation, var(c) Nvar(D,,) # 0 if and only
ifvar(c) C var(Dy), and similarly for Dy,). Then S,, C PI(D,,) and S,, C PI(D,,) hold, and

S =PI(D) iff S, = PI(D,,) and S,, = PI(D,,)
Proposition 17. Let D be a circuit in dec-DNNF whose root is a decision node labelled by x. Let u
be its O-child and w be its 1-child. Given S C PI(D), let S,, = {c¢ | ¢V T € S} U (SN PID,)),

Sw={c|levae e SEU(SNPIDy))and S" = {c|ce€ S,z & var(c)}. Then S, C PI(D,) and
Sw C PI(D,,) hold, and

S = PI(D) iff S, = PI(D,,) and Sy, = PI(Dy,)
and S" = min({c, V ¢y | ¢y € Su, cw € Su}, E)-
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Algorithm 4: GenerateIP(D)
Promise: D is satisfiable
Find a satisfying assignment a of D

1
2 Let ¢ be the corresponding term: t = A, )21 T A Agr)=o T
3 while there is ¢ € t such thatt — ¢ = D do
4 Remove £ from ¢

5 end

6 return ¢

Algorithm 5: PropagateIP(D,t, P = (vo,...,v;))
Promise: D is reduced, its root is vg, P is a path in D

1 if |P| = 1 then return ¢

2 if v;_1 is a A-node with children u and w then

3 | ifv;=wuthent + GenerateIP(D,)

4 | ifv; =wthent < GenerateIP(D,)

5 else if v;_1 is a decision node for variable x with O-child v and 1-child w then
6 if v; = u then

7 | ift =D, thent' < tyelset + T

8 else

9 ‘ ift = D, thent' < tjelset + z
10 end

11 PropagateIP(D,t A, (vo,...,vi-1))

So one can design a polynomial-time algorithm Mi ssingPI which, given a circuit D in dec-DNNF
and a set S C PI(D), returns false if and only if S # PI(D). One just has to replace Propositions 12 and
13 by Propositions 16 and 17 and to replace the contradictions (c1), (c2) and (c3) by “dual versions™:

(c4) S, = () while D, is unsatisfiable, or

(c5) v is a decision node, S,, = PI(D,,) and S, = PI(D,,), but S" # min({c, V ¢y | ¢y € Sy, cw €
Sw}s E).

We remark that there are two kinds of contradictions and not three (like for MissingIP). The reason
is that when v is a decomposable node, we have that S, = PI(D,) = PI(D,,) U PI(D,,) if and only if
S, = PI(D,) and S,, = PI(D,,), and if one the two equality fails then there is a contradiction (c4) of
(c5) at a node before u or w. Note that the set S* computed line 21 is now min({c, Ve | ¢y € Sy, cw €
Sw}, =), which is computable in time O(|S,,| X |Sy|) given S, and S,

GeneratelIP is easily modified into an algorithm GeneratePI using that circuits in dec-DNNF
support linear-time clausal entailment, and PropagateIP is turned into the algorithm PropagatePI
to propagate a prime implicate along a path of the circuit using Propositions 16 and the following, dual
proposition to Proposition 11:

Proposition 18. Let f be a Boolean function, let x be a variable, and let { € {z,T}. Consider c €
PI(f|€). If f|¢ |= ¢, then ¢ € PI(f), otherwise ¢V { € PI(f).

Notice that there is a difference between PropagatePI and PropagateIP inthe way they handle
decomposable A-node.
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Algorithm 6: AnotherIP(D,S5)
Promise: D is reduced, S C IP(D)
1 r+ MissingIP(D,S,0)
2 if r = false then return false
3 elseif » = (¢, P) then return PropagateIP(D,t, P)

Algorithm 7: PropagatePI(D,c, P = (vp,...,v;))
Promise: D is reduced, its root is vy, P is a path in D
if |P| = 1 then return ¢
if v;_ is a A-node thenPropagateIP(D,c, (vy,...,vi—1))
else if v;_; is a decision node for variable x with 0-child « and 1-child w then
if v; = u then
| if Dy [=cthend < cpelsed < T
else
| if Dy |=cthend « tgelsed +

end
PropagatePI(D,cAd, (vy,...,vi—1))

N I T I S

So we have a polynomial-time algorithm AnotherP I which, given a circuit D in dec-DNNF and a
set S C PI(D), returns false if S = PI(D) and a clause in PI(D) \ S otherwise. Thus:

Lemma 65. Enum-PI from dec-DNNF is in IncP.

5.4 Enumerating Specific Prime Implicants

For some applications, enumerating all prime implicants of f makes sense, even though there can be
exponentially many. We have already mentioned the dualization of monotone CNF formulas as an ex-
ample. In this section, we turn our attention to the problems Enum-SR and Enum-SE from dec-DNNF
and its sublanguages. Recall that sufficient reasons for an assignment a and subset-minimal explanations
are specific prime implicants.

To illustrate the two notions, we use the function f computed by the circuit of Figure 5.1 as a
toy example. We introduce some context to make the example more accessible. f encodes a very
incomplete characterization of human-like creatures in Tolkien’s Middle Earth based on four physical
attributes: presence of beard and facial hair (z), small size (s), human-like skin (), pointy ears (w),
plus the indication of whether the creature is enrolled in the armies of evil (y). We imagine that there
are only seven possible creatures: hobbits (zyZw s), elves (xyzZw3s), dwarfs (xy zw s), men and
women (z * *¥w3),’ ents (Z7 * W3S), orcs (Ty Zwx) and trolls (ZyZw3s). The satisfying assignments
of f describe these creatures. Its prime implicants are the smallest combinations of attributes which
guarantee the existence of a creature in our Middle Earth.

5.4.1 Subset-Minimal Explanations and Abductive Explanations

Subset-minimal explanations are linked to abductive explanations, see e.g. [SL90, EG95]), that can be
defined as follows:

7% denotes that both choices are possible for the variable, for example here humans may fight for evil, humans and ents may
or may not have beards, and orcs have a wide range of size.
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Definition 41 (Abductive explanation). Given a Boolean function f over variables X, a subset H C X,
and a term m on X \ H, an abductive explanation is a term t on H such that f At is satisfiable and

fAtEm.
The abduction problem asks whether an abductive explanation ¢ exists for the input (f, H, m).

Example 36. Consider our toy example. We look for combinations of physical attributes that guarantee
that the creature is evil. This is an abduction problem with H = {z, z,w, s} and m = y. For instance
the term = A w is an abductive explanation because there exist creatures with pointy ears and a skin that
is not human-like, and all of them are evil (in this case only the orcs fit this description). <

An abductive explanation ¢ is in fact an implicant of — f Vm with the conditions that f At is satisfiable
and that ¢ is restricted to variables in H (the abducibles). In other words, the abductive explanation ¢ is
an implicant of = f VV m whose variables are restricted H and such that ¢ A f. Since abduction is not a
truth-preserving form of inference, one is often interested in generating abductive explanations that are
also subset-minimal explanations over H. In other words, one wants prime implicants of —f V m such
that f At is satisfiable and ¢ is restricted to variables in H. We call subset-minimal abductive explanations
these prime implicants.

Obviously enough, the abduction problem we focus on (the existence of an abductive explanation) is
the same, would we consider subset-minimal abductive explanations or not. Indeed, deciding whether an
abductive explanation exists is equivalent to deciding whether a subset-minimal abductive explanation
exists. Unfortunately, the condition that only variables in H are allowed in abductive explanations is
already too demanding from an enumeration perspective. Indeed, even in the case when an OBDD or a
decision tree (DT) (recall that OBDD and DT are subsets of dec-DNNF) computing —f V m is given,
there is no much hope for a polynomial-time procedure to extract from it a single implicant of this circuit,
that is built over H.

Proposition 19. Unless P = NP, there is no polynomial-time algorithm which, given an OBDD or a
decision tree computing a function f over X and a set Y C X, decides whether f has an implicant t
with var(t) C Y.

Proof. Let ¢ be a CNF formula with m clauses cy, ..., ¢,. Create m fresh variables 21, ..., z,. Let
By, ..., B, be OBDDs respecting the same variable ordering and computing cy, . . ., ¢, respectively.
These OBDDs can be computed in polynomial time (and can even be chosen in DT). Define now the
OBDDs B") = (z; A B;) V (z A BUtD) for 1 < i < m, with B*+D = 1. BM) is an OBDD on
{#z1,...,2m} Uvar(¢) built in polynomial time from ¢ and whose size is in O(|¢|).

Claim 16. An implicant t of BY) such that var(t) C var(¢) exists if and only if ¢ is satisfiable.

Proof. For the “only if” direction, assume the implicant exists. ¢ is an implicant of B() = (Z1ABy1) V
(z1 A BP). Since 2, ¢ var(t), we have t = By = ¢; and t = B®). Following the same line of
reasoning with B(?) instead of B(Y) we also have that t |= By = ¢y and t = B®). And we repeat the
argument until reaching, ¢ |= ¢, t |= co, ..., t = ¢, t = BT = 1. So indeed ¢ |= ¢ and thus ¢ is
satisfiable.

For the “if” direction, assume that ¢ is satisfiable. Then there exists an implicant ¢ of ¢ with var(t) C
var(¢). Let a be a truth assignment to var(¢) U {z1,..., 2z} that satisfies t. If a(z;) = 1 for all
i€ {l,...,m},then BM|a = B®?|a = -.. = B™tD|qg = 1. Otherwise let j be the least integer such
that a(z;) = 0. Then BM|a = B®|a = --- = BY)|a = Bj|a = ¢;|a. Since t is an implicant of ¢, we
have that ¢ |= ¢, so ¢jla = 1. Thus every assignment a that satisfies ¢ also satisfies BW | in other words
t is an implicant of B, 0
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So if the algorithm from the proposition statement exists, we can run it on inputs B and ¥ =
var(¢) to decide in polynomial time whether ¢ is satisfiable.

Finally note that if one had chosen to represent By, . .., B,, as decision trees from DT (which is also
feasible in polynomial time), then B (1) would have been a decision tree. So the statement also holds for
DT. O

5.4.2 Sufficient Reasons

The notion of sufficient reason [DH20] is sometimes also referred to as “prime implicant explana-
tion” [SCD18b] or as “abductive explanations” [INM19, INAM20]. We stick to “sufficient reason”
to avoid any confusion with the distinct concept of abductive explanations as discussed in the previous
section.

Example 37. Consider again our toy example. There is no creature which is small, has human-like
skin, pointy ears, no facial hair, and is evil. Finding the reasons of why such a creature cannot exist
means finding sufficient reasons for the assignment a defined by a(z) = a(y) = a(w) = a(s) = 1 and
a(z) = 0 given —f. In this case ryw € SR(—f,a) explains why such a creature cannot exist: there
are no creatures that are evil and have both human-like skin and pointy ears. It is a minimal explanation
in that there are such creatures that are non-evil (hobbits and elves), and there are evil creatures that
have pointy ears (orcs) or human-like skin (men). There are other sufficient reasons for a given —f, for
instance zy s € SR(—f,a). <

Some results about the complexity of computing sufficient reasons have been pointed out for the
past few years. Obviously enough, when no assumption is made on the representation of f, computing
a single sufficient reason for an assignment a is already NP-hard (for pretty much the same reasons as
for the prime implicant case, i.e., f is valid if and only if for any «, the unique sufficient reason for a
given f is the empty term). Furthermore, the number of sufficient reasons for an assignment a given f
can be exponential in the number of variables even when f is represented in DT [ABB*21a]. Contrary
to subset-explanations, it is computationally easy to generate a single sufficient reason from SR(D, a)
when D is an OBDD or a decision tree representing f. A greedy algorithm can be used to this end: if a
satisfies D (resp. = D), then start with the canonical term having a as its unique satisfying assignment and
remove literals from this term while ensuring that it still is an implicant of D (resp. —D), until no more
literal can be removed. In addition, when D is in DT, we can generate in polynomial time a monotone
CNF formula ¥ such that IP(¥) = SR(D, a) (see [DM21] for details), and then take advantage of a
quasi-polynomial time algorithm for enumerating the elements of IP(¥) [GK99]. In contrast, deciding
whether a preset number of sufficient reasons for a given a exists is intractable (NP-hard), even when the
Boolean function f is monotone (see Theorem 3 in [MGC*21]). We complete those results by providing
evidence that Enum-SR from any language among dec-DNNF, OBDD, or DT is a difficult problem,
despite the fact that those languages are quite convenient for many reasoning tasks [DM02, KLMT13a].

Let us first give an inductive computation of SR(D, a) similar to that of IP(D).

Proposition 20. Let f and g be Boolean functions with var(f) Nwvar(g) = O and let a be a truth
assignment to a superset of var(f)Uvar(g). Then SR(f Ng,a) = {t A\t' |t € SR(f,a), t' € SR(g,a)}.

Proposition 21. Let f be a Boolean function, let a be a truth assignment to a superset of var(f) and let
x € var(f). If a satisfies the literal { on variable x then

SR(f,a) = {t N |t € SR(f|L,a), t |~ fI0}
U SR(f|z A flz,a).
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Recall that a key property used by the procedure of Lemma 61 is that |[IP(f)| > max(|IP(f|T)],
|IP(f|z)|). Beyond this size relation between IP(f) and IP(f|¢,), every implicant of IP(f|{,) is kept
in some form through IP( f), thus computing IP(f|x) and IP(f|T) is not wasteful in the computation of
IP(f). This led to the output-polynomial procedure to generate IP(f) for OBDDs and more generally
for circuits in dec-DNNF. On the other hand, it is not guaranteed that SR( f, a) is larger than SR(f|x, a)
and SR(f|Z, a) so there is no straightforward adaptation of this procedure from Enum-/ P to Enum-SR,
as shown by the following example.

Example 38. Let D be the circuit of Figure 5.1 and consider the subcircuit D,,, of D rooted at node
v; indicated in Figure 5.2a. The assignment a to {y, z, w, s} defined by a(y) = a(z) = 1 and a(w) =
a(s) = 0 satisfies D,,. Recall that the set I/P(D,,) has been constructed in Example 33 and observe
that SR(D,,,a) = {ws}. Now the 0-child of v; is vy and looking at the set IP(D,,) constructed in
Example 33, we see that SR(D,,,a) = {ws,zw}. Since D, = D,, |y, we have that |[SR(D,,,a)| <
max(|SR(Diy |7, @)1, [SR(Duy |y, 0))). «

We give evidence that enumerating sufficient reasons from dec-DNNF, or even OBDD or DT, is
not in OutputP by reducing to it the problem of enumerating the minimal transversals of a hypergraph,
a well-known problem whose membership to OutputP is a long-standing question. As a reminder, a
hypergraph is composed of a set of vertices and of a set of subsets of vertices called hyperedges. A
transversal of a hypergraph is a subset S of its vertices such that every hyperedge contains at least one
vertex in .S. A minimal transversal is a transversal that ceases to be a transversal when deprived from
any of its vertices [Brel3].

Proposition 22. If Enum-SR from OBDD is in OutputP or Enum-SR from DT is in OutputP, then
enumerating the minimal transversals of a hypergraph is in OutputP.

Proof. The proof adapts on the proof of Theorem 2 in [KPS93]. Let H be a hypergraph. Vertices are
integers 1, ..., n and associated to variables x1, . . ., x,, thus the hyperedges H € H are sets of integers.
Let tr(?) be the set of transversals of 7 and let trmin(7) be the set of minimal transversals of H. For
each S C {1,...,n} of vertices let ag be the assignment such that ag(z;) = 0 if and only if ¢ € S,
and let vg = \/,cg Z;. Observe that ag satisfies yg if and only if S N S” # . Let f be the function
whose satisfying assignments are exactly the ay for H € H. Denote by sat(f) the set of satisfying
assignments of f.

Now we look at prime implicates of f which are, by de Morgan laws, the negation of the prime
implicants of —f. We have the following:

fEs < VH € H,ay satisfies vg
SVYHeH,HNS #0
& S'is a transversal of H
It follows that the set of implicates of f containing only negative literals is {vy | T' € tr(#)}, and
that the set of prime implicates of f containing only negative literals is {yr | T € trmin(H)}. Since
the prime implicants of - f are exactly the negations of the prime implicates of f, we get that the set of

prime implicants of —f containing only positive literals is {\;,cp; | T € trmin(#H)}. Observe that ay
is the assignment that sets all x; to 1 and that

SR(—f,ap) = {/\iGT x| T € trmin(’H)} )

From H we construct sat( f) as a list of assignments in polynomial time. Then from sat( f) we construct
in polynomial time an OBDD B equivalent to f. Then we obtain an OBDD B’ equivalent to —f by
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switching the O-sink and the 1-sink of B. Given the bijection between SR(B’, ay) and trmin(H), any
algorithm for enumerating sufficient reasons from OBDD can be run with inputs B’ and ay to enumerate
the minimal transversals of 7{. So if Enum-SR from OBDD is in OutputP then enumerating the minimal
transversals of a hypergraph is in OutputP.

Finally, note that from sat(f) one can construct a decision tree representing f in polynomial time
(instead of an OBDD), and that negating such a decision tree boils down to turning 0-leaves into 1-leaves
and vice-versa. So the statement also holds for Enum-SR from DT. O

5.5 Missing Proofs

In this section we present the proofs of the lemmas and propositions that we have omitted to avoid
breaking the flow of the chapter.

Proposition 8. Let f and g be Boolean functions. If var(f) Nwar(g) = 0 and if f and g are satisfiable
then PI(f A g) = PI(f) U PI(g) and PI(f) N PI(g) = 0.

Proof. Since prime implicates of a function are defined on the variable of that function, it is readily
verified that PI(f) N PI(g) = (). We now prove that PI(f A g) = PI(f) U PI(g).

For the C direction, let c € PI(f A g) and assume neither Coar(f) DOT Cyqr(g) 18 the empty clause.
If f = cyar(y) then since f A g = f, ¢ would not be a prime implicant of f A g. So f [~ cyqr(y) and
similarly g [ cyqp(g)- Thenletay € sat(f) be a model of f not accepted by ¢y, (), and let ay € sat(g)
be a model of g not accepted by c,q,(y)- By decomposability, ay U ay is a model of f A g, yet it is not
a model of ¢ (1) V Cuar(g) = ¢, @ contradiction. This proves that ¢ contains only variables in var(f)
or only variables in var(g). Assume, without loss of generality, that it is the first case. Then we have
that f A g = Cvar(f) @nd after conditioning both sides on any model of g, by decomposability we obtain
that f = Cyqp(f). Moreover c,q,(s) must be a prime implicate of f for f = ¢’ |= cyqr(y) yields that
fAgEd (because f A g E f).

For the D direction, let ¢y € PI(f). Since f A g = f, ¢y is an implicate of f A g. To prove that
cy is a prime implicate assume f A g |= ¢’ |= ¢y for some clause ¢’. Then var(c’) C var(cy), but then
after conditioning both side on any model of g by decomposability we obtain that f |= ¢ thus ¢y = ¢
for otherwise ¢y would not be a prime implicate of f. The case for ¢, € PI( f) is analogous. O

Proposition 12. Let D be a circuit in dec-DNNF and let S C IP(D). If the root of D is an A-node, let u
and w be its children and let Sy, = {tyqr(p,) | t € S} and Sy = {tyar(p,) | t € S}. Then Sy, C IP(Dy,)
and Sy, C IP(D,,) hold, and

S =1IP(D) iff S, = IP(Dy) and Sy, = IP(D.y,) and S = {ty, ANty | ty € Su,ty € Suw}.

Proof. If S = IP(D) then by Proposition 4 S = {t, A t, | t, € IP(Dy),t, € IP(D,)} so IP(D,,) =
{tvar(pa) | t € S} = Sy and IP(Dy) = {tyar(p,) | t € S} = Sy and thus S = {t, Aty |ty € Su,ty €

v}

If S # IP(D), lett* € IP(D) \ S and let t, = trar(p,) and B3 =7 ). By Proposition 4, t7
(resp. t¥) is in IP(D,,) (resp. IP(D,)), so either t} & S, or t} & S,and we are done, or ¢} € S, and
t¥ € Sy in which case {t, Aty | ty € Sy, ty € Sy} # S since t At} isin {t, Nty |ty € Sy, ty € Sy}

but not in S. O

Proposition 13. Let D be a circuit in dec-DNNF whose root is a decision node labelled by x. Let u
be its 0-child and w be its 1-child. Given S C IP(D), let S, = {t | t NT € S} U (SNIP(D,)),
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Sw={t|tNz e StU(SNIP(Dy))and 8" = {t |t € S,z & var(t)}. Then S, C IP(D,) and
Sw C IP(Dy,) hold, and

S =1P(D) iff Sy = IP(D,,) and S, = IP(D,,)
and S" = max({ty, Aty | ty € Su, tw € Suw}, E).

Proof. For convenience we denote S* = max({t, Aty | ty € Sy, tw € Sw}, ). First we prove that
Sw C IP(D,,) (the proof that S,, C IP(D,,) is analogous). Clearly S N IP(D,,) C IP(D,,) so we just
need to show that {t | t Az € S} C IP(D,). Lett Az bein S, thent Az |= D. t is an implicant
of Dy, since t = (t A x)|z = D|r = D,,. Now if there exists ¢ # ¢ such that ¢ = t' = D, then
t Nz =t ANz | D holds, and therefore ¢ A z is not a prime implicant of D, a contradiction. So
{t|tNz €S} CIP(Dy).

Second we prove that S,, # IP(D,,) implies S # IP(D) (the proof is similar for S,, # IP(D,)).
Assume there exists t € IP(D,,) \ Sy. If t = D, then t is in IP(D) by Proposition 11. But ¢ cannot be
in S for otherwise it would be in SNIP(D,,) C S,,. This shows that S # IP(D) in this case. If however
t = D, then t A x is in IP(D) by Proposition 11. But ¢ A = cannot be in S for otherwise ¢ would be in
{r| TNz eS8} CS,. Soagain S # IP(D).

Now we prove that (5" # S*) = (S # IP(D)). We may assume that S,, = IP(D,) and S,, =
IP(D,,), otherwise S # IP(D) holds regardless of S’ = S*. Since D,, = D|Z and D,, = D|x we have
that S* = max({t, Aty | t, € IP(D|Z), t, € IP(D|x)}, =) = IP(D|T A D|x) by Proposition 4. Now
S=SU{t|teSTettU{t|te S, xect}so,byProposition 5, if S = IP(D) then S’ corresponds
to the set IP(D|z A D|z). So

(8" # 8*) = (8" # IP(D|z A D|z)) = (S # IP(D))

Now for the other direction, assume there exists ¢ € IP(D) \ S. First suppose that ¢ = ¢/ A z. On
the one hand, ¢’ is in IP(D|x) = IP(D,,). On the other hand ¢’ is clearly notin {7 | 7 A z € S}, and
since it is not an implicant of D, it is not in S N IP(D,,) either. This means that t' € IP(D,,) \ S,, and
therefore S, # IP(D,,). In the case when ¢ = t’ AT, a similar proof gives that S,, # IP(D,,). It remains
to consider the situation where neither x nor 7 is in ¢. By Proposition 5, ¢ is contained in IP(D|Z A D|z).
As before, we can assume that S, = IP(D,,) and S,, = IP(D,,). We have already explained that this
assumption yields S* = IP(D|z A D|x). Since t isnotin S and T ¢ ¢ and x & ¢, we have that ¢ & S’.
Sot € 8*\ 9, and therefore S # S*. O

Proposition 14. Given a reduced circuit D in dec-DNNF and S C IP(D), MissingIP(D,S,0) runs
in time O (poly(|S| + |D|)), and it returns false if and only if S = IP(D).

Proof. For the proof we can ignore the value of the input P since MissingIP(D, S, P) returns false if
anonly if MissingIP(D, S, P’) returns false for every P # P’. So we write a « for the third argument
of MissingIP.

Soundness: We prove soundness by induction on the depth of D. If D has depth 1 then it is a single
node v labelled by 0, 1 or a literal /. The promise states that S C IP(D). If v is labelled by 0, then S
must be () and the algorithm returns false at line 2. If v is is labelled by 1 then either S = {ty} = IP(1)
and the algorithm returns false at line 24, or S = () and the algorithm returns (¢, P’) at line 5. Finally
if v is labelled by ¢, either S = {¢} = IP(¢) and the algorithm returns false at line 24, or S = () and the
algorithm returns (¢, P’) at line 5. In all cases the algorithm returns false if and only if S = IP(D), and
it sets A(v) to |[IP(D,)| before returning false.

Now if D has depth more than 1, its root node v is either a decomposable A-node or a decision node.
Since D is reduced, it cannot be unsatisfiable, so if S = () the algorithm returns something different
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from false at line 5. From now on, we suppose that S # (). If v is a decomposable A-node with children
u and w. By Proposition 12, since we are promised that S C IP(D), we have that I[P(D) = S if and
only if IP(D,,) = S, and IP(D,,) = S, and S = S*, with S,, and S,, defined as in Proposition 12
and S* defined line 13. By induction, IP(D,,) # S, or IP(D,,) # S, if and only if the output of
MissingIP(Dy, Sy,*) or MissingIP(D,, Sy, *) is distinct from false. So if S # IP(D), then
line 10, 12 or 14 returns something different from false. And if S = IP(D), then no return call is
triggered lines 10, 12 or 14 and the algorithm returns false at line 24 after setting A(v) to |S| = |IP(D)| =
[IP(Dy)].

If v is a decision node for variable = with 0-child v and 1-child w. By Proposition 13, since we are
promised that S C IP(D), we have that IP(D) = S if and only if IP(D,,) = S, and IP(D,,) = S, and
S’ = S§* with Sy, S, and S’ defined as in Proposition 13 and S* defined line 21. By induction IP(D,,) =
Sy and IP(D,,) = S, if and only if the output of MissingIP(D,, Sy, *) or MissingIP(Dy,, Sy, *)
is not false. So if S # IP(D), then lines 18, 20 or 22 returns something different from false. And if
S = IP(D), then no return call is triggered lines 18, 20 or 22 the algorithm returns false at line 24 after
setting A(v) to |S| = |IP(D)| = |IP(D,)|.

Running time: Consider the time spent in MissingIP(D, S, x) before a return statement or a recursive
call is triggered. The procedure may end at line 2, 4 or 5 in O(1) time. Now if the algorithm does not
end at the first lines, most of the running time is spent building sets of terms from S lines 8, 13, 16, 21.
Constructing S,, and Sy, line 8 only requires projecting the terms in S onto var(D,) and var(D,,),
which takes time O(|S|). Constructing S* line 13 takes O(|S,| x |S,|) = O(|S|?). At line 8, S" is
obtained in time O(|S|) and S, and S,, are obtained in time O(poly(|S| + |D])) thanks to polynomial-
time prime implicant check on circuits in dec-DNNF. Finally building .S* at line 21 and comparing it
to S’ can be done in time O(poly(|S|.| + [Sw|)) = O(poly(]S]). So before a return statement or a
recursive call is triggered, the algorithm spends O(poly(|S| + | D|) time. One can observe that | S|, |Sy|
are fewer than | S|, so for every node v in D, a call MissingIP(D,,S’, *) takes O(poly(|S|+ |D]))
time before triggering a return or a recursive call. Thanks to memoization — implemented via A — the
O(poly(|S|+|D|)) time procedure is done only once per node. So the total running time of the algorithm
is also in O(poly(|S| + | D|)). O

Proposition 15. Let D be a reduced circuit in dec-DNNF and let S C IP(D). AnotherIP(D,S) runs
in time O(poly(|S| + |D|)). It returns false if S = IP(D), otherwise it returns a prime implicant of D
that does not belong to S.

Proof. Soundness. First AsnotherIP(D,S) calls MissingIP(D,S, (). The soundness of algorithm
MissingIP hasbeen established in Proposition 14 so if S = IP(D) then MissingIP(D, S, () returns
false and so does AnotherIP(D,S).

Now let us assume that MissingIP(D, S, () has not returned false but the pair (¢, P) with P =
(vo, - .., Um) a path from vy (the root of D) to v, and ¢ a term. Use the notation P; = (v, ...,v;—1)
forall 1 < ¢ < m. Then calling MissingIP(D,S, () has triggered a sequence of recursive calls
MissingIP(Dy,,S1, P1), MissingIP(D,,, S, P),...,MissingIP(D,,, ,Sm, Pmn) and a contra-
diction has been found at the last step. Thus MissingIP(D,,,, Sm, Pm) ends line 5 for a contradiction
of type (c1), or line 14for a contradiction of type (c3), or line 22 and returns (¢, P) with ¢ some term that
we claim is in IP(D,,,,) \ Sm.

Claim 17. t € IP(D,,,) \ Sm.-

Proof. This is clear if MissingIP(D,,,, Sm, Pr) ends line 5.
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If MissingIP(D,,,, Sm, Pn) ends line 14, then v, is a decomposable A-node whose children are
wand w. The sets S, and S,, have been generated and that it has been shown that S,, = IP(D,,) and S, =
IP(D,,) (otherwise a return statement line 10 or 12 would have been triggered). So S* = {t, Aty | ty €
IP(Dy),ty, € IP(Dy,)} = IP(D,,,) by Proposition 4 and we have indeed t € S*\ S,;, = IP(D,,,) \ Sm.-

If MissingIP(D,,,, Sm, Pm) ends line 22, then v, is a decision node for « with O-child » and
1-child w. The sets Sy, Sy, S’ and S* have been generated and that it has been shown that S, =
IP(D,) and S,, = IP(D,,) (otherwise a return statement line 18 or 20 would have been triggered). So
S* = IP(Dy N Dy,) = IP(D,,,|T A D,,, |z) by Proposition 4. We have ¢t € S* \ S’ so it is clear that
x ¢ var(t). Furthermore S’ contains all terms from S,,, in which neither : nor Z appears, so t € S* \ S’
translates into t € S*\ Sy, = IP(D,,, |Z A Dy, |x) \ Sm C IP(Dy,,) \ Sm. O

Now AnotherIP(D,S) returns the output of PropagateIP(D,t, P). To prove that the output
is a term in IP(D) \ S, it is sufficient to show that, for every 1 < i < m, if t; € IP(D,,) \ S; then
PropagateIP(D,t;, P;)calls PropagateIP(D,t;—1, P,_1) witht;—y € IP(D,, ,)\ Si—1. The rest
is an easy induction (where Sop = S and D,,, = D).

Claim 18. Lett; € IP(D,,) \ S; withi > 1 then PropagateIP(D,t;, P;) calls PropagateIP(D,
ti—1, Pi—l) where t; 1 € IP(Dvi,l) \ Si_1.

Proof. PropagateIP(D,t;, P;) calls PropagateIP(D,t; At',Pi_1). Lett;—1 = t; At'. We need
to show that it is in I/P(D,, ) \ S;—1. First assume that v;_ is a decomposable A-node with children v;
and w, then ¢’ is obtained line 4 and clearly ¢’ € IP(D,,). By Proposition 4, t; At' € IP(D,, A\ Dy,) =
IP(D,,_,). By construction S; = {twr( Dy,) | t € Si—1}. If t; At was in S;_1 then its restriction ¢; to
var(D,,) would be S;, a contradiction. So t; At' & S;_;.

Now suppose v;_1 is a decision node for x with 0-child u and 1-child w. Let v; be w (the case v; = w
is analogous). By construction S; = .S,,. t’ is obtained line 7 and, by Proposition 11, t; At" € IP(D,,_,).
To prove that t; At & S;_1, first assume that ¢; = D,,. Then ¢’ is the empty term ty. So t; At/ = t;
and t; € IP(D,, ,). If t; was in S;_; then we would have ¢; € S;_; N IP(D,,) C S;, a contradiction.
So when t; = D, we have t; At € IP(D,, ,) \ Si—1. Now if t; [~ D, then t; At' = t; AT and
t; AT is not in S;_; for otherwise we would have ¢t; € {t | T AT € S;_1} C S;. So again we have
t; N\ t' e IP(Dvi,l) \ Si_1. O]

Running time. The running time of MissingIP(D, S, P)is O(poly(|S|+|D]). AsforPropagatelIP
(D,t, P), | P| recursive calls are made and the cost between two consecutive recursive calls is either one
call to GenerateIP line 3 or 4, or one implicant check line 7 or 9. An implicant test on a circuit in
dec-DNNF takes linear-time and GenerateIP makes at most |var(D)| such tests, so it runs in time
O(poly(|D])). Thus PropagateIP(D,t, P) runs in time O(|P| x poly(|D|)) = O(poly(|D|)). O

Proposition 16. Let D be a satisfiable circuit in dec-DNNF and let S C PI(D). If the root of D
is an A-node, let u and w be its children and let S,, = {c | ¢ € S,var(c) Nwvar(D,) # 0} and
Sw = {c | c € S,var(c) Nvar(Dy) # 0} (note that in this situation, var(c) Nvar(D,,) # 0 if and only
ifvar(c) C var(Dy), and similarly for D,,). Then S, C PI(D,,) and S, C PI(D,,) hold, and

S = PI(D) iff S, = PI(D,,) and Sy, = PI(D,,)

Proof. Immediate from Proposition 8. O

Proposition 17. Let D be a circuit in dec-DNNF whose root is a decision node labelled by x. Let u
be its 0-child and w be its 1-child. Given S C PI(D), let S,, = {c | ¢V T € S} U (S NPID,)),
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Sw={clevaeStU(SNPIDy,)) and S" = {c|ce S,z & var(c)}. Then S, C PI(D,) and
Sw C PI(D,,) hold, and
S = PI(D) iff S, = PI(D,) and S, = PI(D,,)
and 8" = min({cy, V ¢y | cu € Sus cw € Su}, E)-

Proof. This is the dual of Proposition 13 using that ¢ € PI(f) if and only if —c € IP(—f). O

Proposition 18. Let f be a Boolean function, let x be a variable, and let { € {z,Z}. Consider c €
PI(f|0). If f|¢ = ¢, then c € PI(f), otherwise ¢\ £ € PI(f).

Proof. This is the dual of Proposition 11 using that ¢ € PI(f) if and only if —c € IP(—f). O

Proposition 20. Ler [ and g be Boolean functions with var(f) Nwvar(g) = 0 and let a be a truth
assignment to a superset of var(f)Uvar(g). Then SR(f Ng,a) = {t A\t' |t € SR(f,a), t' € SR(g,a)}.

Proof. Comes from Proposition 4:

SR(f Ng,a)={T € IP(f A g) | a satisfies 7}

={tAt' |t € IP(f),t € IP(g),a satisfies t A t'}
={tAt' |t elIP(f),t' €IP(g),a satisfies both ¢ and ¢’}
={tAt' |t € SR(f,a),t €SR(g,a)}

O]

Proposition 21. Let f be a Boolean function, let a be a truth assignment to a superset of var(f) and let
x € var(f). If a satisfies the literal ¢ on variable x then

SR(f,a) = {t AN |t € SR(f|(,a), t [~ f|(}
U SR(f|T A flx,a).

Proof. Comes from Proposition 5:

SR(f,a) ={t € IP(f) | a satisfies t}
={t AL |t €IP(f|), t [~ f|l,a satisfies t}
U{tAL|teIP(f|l), t }~ fI,a satisfies t}
U{t € IP(f|z A f|z) |, a satisfies ¢}
={t Nl ]|t € SR(f|t,a),t I~ fIl}
USR(f|Z A flz,a).

5.6 Conclusion and Perspectives

We have introduced new enumeration queries for compilation languages. Enumeration queries cannot
be analyzed like decision or function queries due to the format and the size of the output. We have con-
sidered them through the lens of enumeration complexity, in other words, for us enumeration queries for
compilation languages are enumeration problems where the input is a circuit in a compilation language.
We have considered the enumeration of prime implicants (and prime implicates) of circuits in dec-DNNF.
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On the positive side, we have described an incremental polynomial-time algorithm for enumerating all
prime implicants of a given circuit in dec-DNNF. On the negative side, we have shown that, when re-
stricting the output to implicants over a given subset of the circuit variables, or to sufficient reasons for
a given solution of the circuit, it is unlikely that there exists an output-polynomial time algorithm for
generating these implicants from OBDDs or DTs. In particular for the problem of enumerating sufficient
reasons of OBDDs or DTs, finding one sufficient reason for a given variable assignment is easy, but
we have shown a reduction from this problem to the problem of enumerating minimal transversals of a
hypergraph. For this latter problem the best known algorithm is output-pseudo-polynomial, that is, the
set of solutions is returned in O((n + m)1°8("+™)) where n is the size of the input and m is the size of
the output [FK96]. We wonder if a similar algorithm exists for enumerating sufficient reasons of OBDDs
and DTs.

Open question 5. Is there an algorithm that, given an OBDD (resp. a DT) B, a model a of B, and an
integer k, returns k distinct sufficient reasons for a with respect to B in time O((|B| + k)™ BI+5)) (or
returns SR(B, a) if k > |SR(B, a)|)?

We think that the answer is positive for DTs, but we have yet to write the details of the proof. The idea is
to encode the DT into a CNF formula in polynomial time and then universally forget the literals that are
not in a from that formula (in polynomial time as well). The resulting CNF formula is then monotone
and its prime implicants are exactly the sufficient reasons for a with respect to the initial DT. Thus one
can use the algorithm of Fredman and Kachiyan for the dualization of monotone formulas to enumerate
the prime implicants of the monotone CNF formula [FK96].

The enumeration complexity classes that we have studied in this chapter, that is, OutputP and IncP
are major classes in enumeration complexity, but are not necessarily relevant for practical applications.
It seems that the “really tractable problems” are in InCP1, that is, that there exists an incremental linear
time algorithm for the problem. We have shown that enumerating prime implicants from circuits in dec-
DNNF is in IncP but we have not given its membership to a class IncP; for a specific i. We think it is
unlikely that our algorithm works in better than increment quadractic time.

Open question 6. Find a small i such that Enum-/P from dec-DNNF is in IncP;.

Note that finding the least ¢ such that Enum-IP from dec-DNNF is in IncP; would be much more
complicated. In particular ¢ could be a non-integer number but must be greater than 1 (the classes IncP;
for i < 1 are empty). We are not aware of any problem that are not in INnCP; and for which the least i
such that it belongs to IncP; is known.
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Chapter 6

Unconditional Succinctness Maps for
Arithmetic Circuits

In this chapter we make an opening to the compilation of non-Boolean functions. We consider classes of
arithmetic circuits (AC) that compute pseudo-Boolean functions, that is, functions over a set of Boolean
variables and whose output are real numbers (not to confuse with PB-constraints from Chapter 1). Today
ACs play an important role in artificial intelligence because they encompass several classes of circuits
with practical applications in probabilistic reasoning. Every property defined for circuits in NNF in the
preliminaries (decomposability, determinism, etc.) has an equivalent formulation on ACs. Much like
circuits in NNF, it has been noticed that several operations intractable on general ACs become tractable
for ACs that respect the right combination of properties. This explains the recent surge of interest for AC
implementing specific properties. In the next sections, we recall or define several classes of AC and study
the succinctness relations between these classes. We first show that there is a tight connection between
subclasses NNF and classes of particular AC computing non-negative pseudo-Boolean functions called
monotone AC. We use this connection to extend the succinctness map for circuits in NNF to monotone
ACs. Then we show how techniques for finding lower bounds on the size of specific circuits in NNF (in
particular circuits in str-DNNF) can be adapted to some classes of ACs that are non-monotone but still
computes non-negative functions. We stress that all separations between classes and all lower bounds that
we prove in this chapter are unconditional (so no “unless P = NP” or similar assumptions are needed).

6.1 Arithmetic Circuits for Pseudo-Boolean Functions

An arithmetic circuit (short AC) is a computational circuit over R whose nodes are labelled by sum
operators (4+-nodes) and by product operators (x-nodes). ACs are not only very natural representations
for real-valued polynomials, but also give programs for computing them; this can e.g. be traced back
to [Val80] who called them (4, )-programs. We consider ACs that compute pseudo-Boolean functions,
that is, functions from {0, 1}¥ to R where X is a set of Boolean variables. So the leaves of our ACs are
labelled either by a Boolean literal or by a constant in R. We assume that every constant labelling a leaf
is stored in memory using a fixed number of bits. Thus we assume that the size of an AC C, denoted by
|C, is only the number of nodes in C'.

Several classes of circuits with practical applications in probabilistic reasoning can be seen as spe-
cific ACs, for instance probabilistic sentential decision diagrams (PSDD) [KdBCD14] or sum prod-
uct networks (SPN) with indicator variable [PD11]. ACs are also strongly related to concepts such as
AND/OR-circuits [DMO07] and Cutset Networks [RKG14]. When used in probabilistic reasoning, ACs
always represent non-negative functions and are therefore called (somewhat misleadingly perhaps) pos-
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itive ACs. Formally, for all assignments a to its variables, a positive AC must return a value greater
or equal to 0. We denote the class of all positive ACs by AC,. Positive ACs constitute a subclass of
what in the probabilistic graphical models community is called probabilistic circuits [VCL'21]. In the
literature, positivity is is often syntactically enforced by assuming that all constants in the computation
are non-negative, see e.g. [Dar03, PD11], in which case the ACs are called monotone. Formally, the
class of monotone ACs, denoted AC,,,, is the class of ACs whose leaves are labelled by variables or by
non-negative constants. Essentially, compared to their monotone counterparts, positive ACs encode pro-
grams which allow subtraction as an additional operation. This has no impact on the tractability of most
operations performed on the ACs [Denl6] and it is known already since [Val80] that it can decrease the
size of ACs exponentially.

While research on arithmetic circuits in complexity theory focuses almost exclusively on trying to
show lower bounds on the size of ACs representing notoriously challenging polynomials, see e.g. [JS82,
Raz09, SY10], the goals pursued in artificial intelligence are often different: on the one hand, algorithms
for generating ACs from other models like Bayesian networks [CD08, CKD13, KdBCD14], or by learn-
ing from data [LD08, RL16], are a major focus. On the other hand, it is studied how imposing properties
on the structure of ACs can render tractable operations like computation of marginals or of maximum
a posteriori hypotheses (MAP) or more complex queries [HCD06, VCL*21, KCL"19]. The classes of
AC:s considered in this chapter correspond to circuits whose nodes enforce one or more of the properties
defined in the preliminaries: smoothness, determinism, decomposability, and the less well-known no-
tion of weak decomposability. For C' an AC, the set of assignments to var(C') for which C' computes a
non-zero value is called the support of C' denoted by supp(C).

Example 39. For the arithmetic circuit represented Figure 6.1, the only assignment a to {z,y, z} over
which the circuit evaluates to 0 is the assignment a(z) = 0, a(y) = 1 and a(z) = 1. So the support of
this circuit is every assignment to {z, y, z} but a. <

Note that when a node v of C' is labelled with a literal ¢,, then supp(C,) = {¢,} and that when v is
labelled by a constant « in R there is supp(C,) = 0 when o« = 0 and supp(«) = {ag} when o # 0,
where ag is the empty assignment whose representation as a set of literals is the empty set. Smoothness
is defined for ACs in the same way as for circuits in NNF but applies to +-nodes instead of V-nodes.
Similarly, decomposable x-nodes for ACs are defined like decomposable A-nodes for circuits in NNF.
As for determinism, an +-node v of an AC C'is called deterministic when, calling its children vy, . . ., vy,
for every assignment a to var(vy) U - - - Uvar(vy) we have Cy, (a) X Oy, (a) = 0 for every i # j.

Definition 42 (Weak Decomposability). An internal node v of a circuit C' over Boolean variables is
called weakly decomposable when, denoting the children of v by vy, ..., v, for every i # j and for
every v € var(Cy,) Nwvar(Cvj), there is a literal £, in x such that no leaves under C.,, or C,, are
labelled by (. (so T appears in Cy, and C;, or x appears in C,; and C,,, but not both).

An AC (resp. a circuit in NNF) is weakly decomposable when all its x-nodes (resp. A-nodes) are
weakly decomposable.

Weak decomposability is sometimes referred to as consistency, but we avoid using this term here since
for Boolean circuits it is often used to mean satisfiability. Note that a decomposable AC or circuit in
NNF is by definition weakly decomposable.

Example 40. The circuits represented in Figure 6.1 are weakly decomposable but not decomposable.
Indeed the A-node (resp. x-nodes) that is not circled is decomposable but the A-node (resp. Xx-nodes)
that is circled is not decomposable but is weakly-decomposable. Indeed, the two subcircuits of this
circled A-node (resp. x-node) share one variable — the variable = — so the node is not decomposable, but
7 does not label any leaf under that node, so it is weakly-decomposable. <

127



Chapter 6. Unconditional Succinctness Maps for Arithmetic Circuits
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Figure 6.1: A weak decomposable circuit in NNF and a weak decomposable AC.

Generally, more restrictive properties render new operations tractable. For instance structured de-
composability is a restricted version of decomposability that makes computing the product of two ACs
with the same structure feasible in polynomial time [KdBCD14, VCL*21]. But one may also seeks
less restrictive properties that are sufficient to ensure tractability of important operations. For instance
weak decomposability relaxes decomposability but, combined with determinism, it is sufficient to ensure
tractable MAP. It turns out that, for all problems studied so far, interesting combinations all include either
decomposability or weak decomposability. So the classes studied in this chapter are those whose name
is given by the following grammar L:

L :=L"|sL

L/ - L// ’ dL//

L// - DL//I | WDL///

L" := NNF | -AC,, | -AC,

The grammar L accept the names of all subclasses of positive ACs, monotone ACs and circuits in NNF
(L") that implement decomposability or weak decomposability (L"), and possibly determinism (L),
and possibly smoothness (L). So eight subclasses of NNF and sixteen classes of ACs.

Among subclasses of NNF described by L, the subclasses of DNNF have already been described in
the preliminaries but some superclasses based on WDNNF, the class of weakly decomposable circuits in
NNE, are new. Since DNNF C wDNNF and since DNNF is complete, the eight subclasses of NNF whose
name is accepted by L are complete. Similarly, the sixteen classes of ACs whose names are accepted by
L are complete for pseudo-Boolean functions. Indeed let X be a finite set of Boolean variables, every
function f : {0,1}¥ — R, has a representation in all these classes of AC,, and AC,. To see this,
one can just write f as f(X) = 3 cqum(s) f(a)1a(X), where 1, : {0, 13X — {0, 1} is the function
that maps a to 1 and every other assignments to 0. The terms f(a)1,(X) are easily encoded as positive
ACs with only decomposable x-nodes, then constructing a positive AC computing f and implementing
smoothness, determinism and decomposability from those “term” AC is straightforward. We make the
assumption that the ACs in the rest of this chapter are such that every +-node and every x-node has
exactly two children. Any AC can be transformed in linear time into an equivalent AC respecting this
property by a similar transformation as that described for circuits in NNF in the preliminaries.

The trade-off between usefulness and succinctness has been observed for Boolean circuits in NNF
and attracted a lot of attention there [DMO02, PD08, BCMS16, ACMS20]. Indeed, all classes of circuits in
NNF respecting some combination of properties mentioned above (decomposability, determinism, etc.)
have been studied almost exhaustively. In particular, for circuits in NNF, succinctness maps have been
drawn that intuitively describe the relative succinctness for the classes of circuits one gets by applying
different combinations of properties. When it comes to ACs, research on lower bounds in complexity
theory focused on classes with properties such as bounded-depth, tree-like structure, or multilinear-
ity [GK98, Raz09, Raz10, SY10] that have deep implications in theory but are not particularly desirable
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in practice — with the exception of synfactic multilinearity which is in fact decomposability. In compari-
son to Boolean circuits, the succinctness analysis for classes of arithmetic circuits of practical interest is
fairly young and far from complete.

In this chapter, we initiate a systematic succinctness map for ACs modeled after that proposed
in [DMO02] for circuits in NNF. Most of our results deal with classes of monotone ACs and are ob-
tained by lifting results from the existing succinctness map for circuits in NNF. Indeed we will observe
that understanding the succinctness relationships between different classes of monotone ACs reduces to
understanding that between classes of circuits in NNF with analogous properties. However, several sub-
classes of NNF obtained with the reduction, namely those respecting weak decomposability, have only
recently been introduced [AAC™ 19] and thus their position in the maps has not been studied. To analyze
monotone ACs, we thus prove the missing succinctness relations for these classes. From the map for
circuits in NNF and the lifting technique, we obtain the complete map linking the eight classes of mono-
tone ACs one gets combining the different properties. In a modest contribution to the understanding of
positive ACs, we show that under particular properties, all including determinism, the expressive power
of classes of positive ACs coincide with that of their monotone counterparts. Thus some succinctness
relations in the monotone map easily extend to the positive map. However, for positive ACs, several
relations between classes remain open. Finally, in an effort to motivate further research on the succinct-
ness relations left to prove, we describe a technique to show lower bounds on the size of positive ACs.
We apply it to prove lower bounds for positive ACs with structured decomposability, which is the case
for e.g. PSDD [KdBCD14]. The results of this chapter have been published in the article [dCM21b]
co-authored with Stefan Mengel.

6.2 Preliminaries: Smoothing circuits in wDNNF

For a wD-AC (resp. circuit in wDNNF) C on variables X, we introduce term subcircuits of C' as
generalizations of proof trees for circuits in DNNF. A term subcircuit is constructed very much like a
proof tree: starting from the source, whenever a x-node (resp. /A-node) is encountered, its two successors
are added to the subcircuit, and whenever a +-node (resp. V-node) is encountered, exactly one arbitrary
successor is added to the subcircuit. Each term subcircuit of a wD-AC (resp. a circuit in wDNNF)
computes a weighted product of literals (resp. a term).

Lemma 66. Let C' be a wD-AC (resp. a circuit in wDNNF) and let 'T' be term subcircuit of C. Call
lit(T') the set of literals labelling leaves of T. Then T = « Héelit(T) L(resp. T = a A /\ee”t(T) ¢) for
some constant o € R (resp. o € {0,1}). Furthermore, if C' is smooth then var(T') = var(C).

By distributivity, the sum (resp. the disjunction) of all term subcircuits of C' is equivalent to C'.

Lemma 67. Let C be a wD-AC (resp. a circuit in wDNNF) and let T be the set of all term subcircuits
of C. Then C =) por T (resp. C =\ e T).

For circuit in DNNEF, term subcircuits correspond exactly to the proof trees, but term subcircuits of
circuits in wDNNF and of wD-ACs are generally not shaped like trees.

It was shown by Peharz et al. [PTPD15] that transforming general wD-AC,,, into swD-AC,,, leads to
an unavoidable exponential blow-up. By Proposition 24, the same is true for WDNNF and s-wDNNF.
Here we show that this is not the case when all term subcircuits have the same variables.

Lemma 68. Let D be a circuit in wDNNF over n variables such that for any two term subcircuits T
and T', var(T) = var(T") holds. Then there is a smooth circuit D* in wDNNF equivalent to D of size
|D*| = O(n|D|). Furthermore, if D is deterministic, then so is D*.
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Lemma 68 will be used in the next section to prove the succinctness map for NNF. Before we prove
it, we give some more definitions.

Definition 43. Ler (, € {x,T}. An (Aly)-link is a N-node whose successors include a leaf labelled by
L. Let g be a node and let p be a predecessor of g, then inserting an (Aly)-link between g and p means

7

replacing the connection /p by A

9 g Ly

We call the intermediate A-node in the construction above the /ink node. A succession of link nodes
is a chain of links. We remark that links have already been used by Peharz et al. [PTPD15] to analyse the
impact of smoothness on weakly decomposable monotone AC, but we use them here in a different way.

For a term subcircuit T' containing a node v, recall that T} denotes the sub-circuit of 7" under v,
and let 7% be the sub-circuit of 1" corresponding to all nodes accessible from the source without passing
through v. Observe that because of weak decomposability, some nodes that are descendants of v may be
reached by paths in 7" not passing through v, so T}, and 7% are not necessarily disjoint.

Proof (of Lemma 68). Let v be an V-node whose two children v; and v, are such that var(D,,) #
var(D,,). Say, without loss of generality, that there is = € var(D,,) such that x ¢ var(D,, ). There
exists an A-node that is an ancestor of v in D, otherwise not all term subcircuits of D would have the
same variables. So, for all term subcircuits 7" of D containing v, 7% is not empty. Moreover & must
be contained in var(Ty) for otherwise we can construct a term subcircuit that does not contain x by
extending 7% to a term subcircuit choosing v, as the child of v.

We claim that x appears as a unique literal under v;. To see this, assume first that x appears positively
in Ty, Now if T labels a node v* below v;, then we could extend T3 to a term subcircuit 7™ containing
v* and thus the variable . But then 7 would contain both z and = which is impossible because C'
is weakly decomposable. If x appears negatively in 7T, we reason analogously, so that in any case, x
appears as a unique literal under v;. We assume in the remainder that it appears positively, the other case
is similar.

Analogously to above, one sees that for all term subcircuits 7” containing v, we have that 72 contains
x. So, for all 7" passing through v, we have T' = T' A z. Now insert an (Ax)-link between v and v, and
let D' be the resulting circuit in wDNNF. We write vv,, € T when the wire from v to v, is in the term
subcircuit 7" of D. There is a bijection A between the term subcircuits of D and those of D’: for a term
subcircuit 7' of D, set \(T') = T if vv, ¢ T, and let A(T') be the term subcircuit of D’ we get from T’
by inserting the (Ax)-link between v and v, otherwise. Clearly, when vv, € T, then A(T") =T A z, and
we have already seen that 7' A z = T in that case. So

D' = \/ NT) v \/ ANT) = \/ TV \/ T=D

T :vv.€T T :vv-&T T :vv.€T T :vvr T

Observe that var(D,) = var(D,,) since = was already in var(D,,) C var(D,). Observe also that the
A-link node is decomposable. So D’ is a circuit in WDNNF and, in D’, the variable x appears under
both children of v. We repeat that process until the children of v have the same set of variables, so until
v is smooth. Doing this for all non-smooth V-nodes yields a circuit D* in wDNNF that is smooth. The
construction only adds chains of links between nodes that were originally in D, and since there are n
variables, at most n links are inserted between any two connected nodes of D, hence |D*| = O(n|D)|).
Finally we argue that if D is deterministic, then so is D*. We just need to prove this for D', i.e., for
a single addition of an (Ax)-link. Assume that v is deterministic in D. Let v). be the A-node inserted
between v and v, in D’. The children of v/ are z and v,. Assume there is an assignment a’ to var(D))
whose restrictions a; and a;. to var(D),) and var(D,, ) are in sat(D;, ) and sat(D;, ) respectively. Then
a). satisfies D,, and v is not deterministic in D. This is a contradiction, so v remains deterministic
inD'. O
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6.3 From Monotone ACs to circuits in NNF

One attractive approach towards understanding the succinctness relations between classes of AC is lifting
the corresponding map for classes of circuits in NNF to classes of AC. This is because the map for
circuits in NNF is quite substantial and well understood by now, so building the map for ACs upon it
would save us the trouble of many proofs. Here we show that we can apply this approach for classes of
monotone ACs. The idea is that separating the classes of Boolean functions corresponding to the support
of monotone ACs is enough to separate these classes of ACs.

Given a monotone AC C, we define a Boolean circuit ¢(C') that has the same underlying graph as
C and is obtained by just modifying the labels on the nodes of C. Nodes labelled by x or T or the
constant 0 are unchanged, but nodes labelled by constants different from zero are now labelled by the
constant 1. For internal nodes, all x-nodes become A-nodes and all +-nodes become V-nodes. Clearly
var(C) = var(p(C)) and, since C' and ¢(C') have the same graph, we have |C| = |p(C)].

We also define the reverse transformation: given a circuit D in NNF we denote by (D) the mono-
tone AC that has the same underlying graph D and is obtained by turning all A-nodes into x-nodes and
all V-nodes into +-nodes. Note that we have that ¢(¢)(D)) = D but that, given a monotone AC C' we
generally have ¢)(p(C')) # C because ¢ modifies the labels of the leaves while 1) does not.

Lemma 69. When C'is a monotone AC, ¢(C)) is a circuit in NNF whose models are supp(C'). Moreover
if C is (weakly) decomposable, deterministic, or smooth, then o(C') is as well.

Proof. The graph of ¢(C) is that of C' and ¢ contains only A- and V-nodes, thus ¢(C) is in NNF. It
is easy to see that for each node v in C' we have var(C,) = var(¢(C),), so smoothness and (weak)
decomposability are preserved.

We prove that by induction on the depth of C' that (1) sat(¢(C)) = supp(C) and (2) if C'is determin-
istic, then so is ¢(C'). If C has depth 1, then it is a single node labelled either by a constant or by a literal.
In case the node is labelled by a constant «, if a > 0 then supp(C) = {ay} = sat(l) = sat(p(C)).
If « = 0 then supp(C) = 0 = sat(0) = sat(x(C)). In case the node is labelled by a literal £,,, then
©(C) = C so we are done. Now assume (1) and (2) hold for all ACs of depth at most k& and suppose C
has depth k£ + 1. Let v be its source node and let v; and v, be its children.

If v is a x-node, then C'(a) = 0 if and only if Cy,(a;) = 0 or C,,(a,) = 0, where a; and a,
denote the restrictions of a to var(C,,) and var(C,,) respectively. So a & supp(C) if and only if a; ¢
supp(Cy,) or a, & supp(Cy, ). By induction supp(Cy,) = sat(¢(C)y,) and supp(Cy, ) = sat(o(C)y, ),
so a ¢ supp(C) if and only if a & sat(p(C)y, A p(C)y,.) = sat(e(C)). So (1) holds.

If v is a +-node, then C(a) = 0 if and only if Cy,(a;) = 0 and C,, (a,) = 0. So a & supp(C) if
and only if a; & supp(Cy,) and a, ¢ supp(C,, ). Again by induction it follows that a ¢ supp(C) if
and only if a & sat(p(C)y, V ¢(C)y,) = sat(¢(C)). So (1) holds. For (2), if a, € supp(C,, ) implies
a; ¢ supp(C,,) and vice-versa, then supp(C,,) = sat(p(C)y,) and supp(C,,.) = sat(p(C)y, ) yield
that the root \V-node of ¢(C) is deterministic. O

Lemma 70. For every circuit D in NNF, (D) is an AC of size | D| whose support is the set of models
of D. Moreover if D is (weakly) decomposable, deterministic, or smooth, then so is 1 (D).

Proof. 1t is readily verified that | D| = |¢(D)| and that, for each node v in D, var(D,) = var(¢¥(D),),
so smoothness and (weak) decomposability are preserved in (D). Moreover p(¢)(D)) = D, so
sat(D) = supp(yp(D)). Determinism is preserved since sat(D,) = supp(¢(D),) holds for every
node v. 0

For a class C of AC, we define the class of circuits in NNF ¢(C) = {¢(C) | C € C}. Lemma 69 and
Lemma 70 directly yield the following:
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sdwD-AC,,, — sdD-AC,,
_ -
swD-AC,, = sD-AC,,

dwD-AC,, —|— dD-AC,,

7 e
wD-AC,,, —— D-AC,,

Figure 6.2: Succinctness map for monotone ACs.

Proposition 23. Let v be any combination of properties from {s,d,D,wD}, then p(v-AC,,,) = v-NNF.

For instance ¢(AC,,) = NNF, ¢(D-AC,,) = DNNF, ©(dD-AC,,,) = d-DNNF, etc. Moreover, since
the circuit size is preserved by ¢, the following holds:

Proposition 24. Let Cy and Cy be classes of monotone AC. Then C; < Cy only if p(C1) < ¢(Ca).

Proof. Assume ¢(C1) % (C2). There is a denumerable family F of Boolean functions for which there
is no polynomial p such that (¢(Cy)-size of f) < p(yp(Cz)-size of f).

Let Dy ¢ be the smallest circuit in ¢(Cs) that computes f € F and consider ¢)(Ds ) € C for every
[ € F. No Cy € Cy both computes the same function as /(D ¢) and is smaller than v (Ds f), for
otherwise we would have that p(C>) is a circuit in ¢(Cs) that computes f and is smaller than D ;.

Now if C; < Cy then there exists a polynomial p such that (C;-size of f) < p(Ca-size of f) for every
f € F. So we have, for every f € F, a circuit C ; in C; that computes f and such that |C ¢| <
p(|¥(Da,5)|) = p(p(Ca)-size of f). But then, since |C1, | = |¢(C,¢)|, and since p(C1 ¢) is a circuit in
©(Cy) computing f, we would have that (¢ (Cy)-size of f) < p(p(Ca)-size of f), a contradiction. O

We can then lift several succinctness results for circuits in NNF to monotone ACs. For instance we have
that d-DNNF £ DNNF [BCMS16] so by Proposition 24 we have dD-AC,,, £ D-AC,,,. Moreover since
dD-AC,, C D-AC,,, it follows that D-AC,,, < dD-AC,,. Weak decomposability has not been studied
as widely as decomposability for NNF, so we here draw the map with the additional classes WDNNF,
s-WDNNF, d-wDNNF and sd-wDNNF. Then, using Proposition 24, we will obtain the succinctness
map for monotone AC shown in Figure 6.2. On that figure, an arrow C; — (9 means that C; < Co,
a double line C; — (5 means that C; ~ Cs, and the absence of connector between two classes C;
and Co means either that the succinctness relation is derived from transitivity or that the two classes are
incomparable, i.e., C1 £ C2 and Cy % C;.

Theorem 23. The results of Figure 6.2 hold.

Section 3.3 is dedicated to the proof of Theorem 23.

6.4 Succinctness Maps

6.4.1 Succinctness Map for Circuits in NNF

Using Proposition 24, many succinctness relations between classes of monotone ACs can be inferred
from the relations between the corresponding classes of circuits in NNF. So, as a first step towards
Theorem 23, we show the correctness of the map for subclasses of NNF showed in Figure 6.3.

Theorem 24. The results of Figure 6.3 hold.
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sd-wDNNF == sd-DNNF
S
s-WDNNF == s-DNNF

d-wDNNF —|— d-DNNF

e 7

WDNNF —— DNNF

Figure 6.3: Succinctness map for different subclasses of NNF.

It was shown by Darwiche and Marquis [DMO02] that sS-DNNF and DNNF are equally succinct,
and that sd-DNNF and d-DNNF are equally succinct, the paper also contains the statement DNNF <
d-DNNF conditioned on standard complexity theoretic assumptions. The result was made unconditional
in [BCMS16]. So we already have the right face of the cube-like succinctness map of Figure 6.3.

Lemma 71. wDNNF < DNNF.

Proof. Since DNNF C WDNNF there only is DNNF < WDNNF to prove. It is readily verified that
monotone circuit in NNF, that is, circuit in NNF with only non-negative literal inputs, are in wDNNF.
In [BCMS14] and [Cap16], the separation DNNF < CNF is shown finding a denumerable class of
monotone 2-CNF formulas that have polynomial size but whose equivalent circuits in DNNF all have

exponential size. Monotone CNF formulas can be seen as circuits in wDNNF so this proves DNNF £
wDNNF. O

Peharz et al. [PTPD15] give a polynomial-time algorithm to transform any smooth weakly decom-
posable monotone AC into an equivalent smooth decomposable monotone AC?. A careful examination
of the algorithm of Peharz et al. shows that it can be adapted to turn any s-wWDNNF into an equiva-
lent S-DNNF in polynomial time (the existence of the transformation actually derives from Lemmas 69
and 70). Examining the algorithm even further, one sees that it preserves determinism, so the adapted
variant for circuits in NNF also gives a polynomial time transformation from sd-wDNNF to sd-DNNF.
Thus we have:

Lemma 72. s-wDNNF ~ s-DNNF and sd-wDNNF ~ sd-DNNF. Bur WDNNF < s-wDNNF.

Proof. As explained above, S-DNNF < s-wDNNF and sd-DNNF < sd-wDNNF comes from the
algorithm in [PTPD15]. Since s-DNNF C s-wDNNF and sd-DNNF < sd-wDNNF, the first two
relations follow. As for the third one, it holds for otherwise WDNNF < DNNF would be violated by
transitivity. O

Lemma 73. d-wDNNF <« DNNF.

Proof. In [Sau03], Sauerhoff consider a class F of functions whose DNNF size is polynomial in the
number of variables but whose d-DNNF size is exponential on the number of variables, as shown by Bova
et al. in [BCMS16]. More precisely, all f € F on n variables have d-DNNF size at least 2%(V™) For an
assignment a, let w(a) (the weight of a) be the number of variables set to 1 by a, that is, w(a) = |a~*(1)].
For an integer k, let Dy (f) be the smallest circuit in d-DNNF computing the function f; whose models
are exactly the models f of weight k. Since the circuit \/;_, Dy(f) is in d-DNNF and represents f,

8Peharz et al. work on sum product networks (SPNs) with indicator variables inputs. Their SPNs differ from our monotone
AC in that the non-negative constants are not inputs of the circuit but weights associated with edges. Such SPNs are converted
into our monotone AC in polynomial time by replacing each weighted edge by a x-node whose children include the weight.
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there must be a function x : 7 — N such that | D) (f)| = 29V Ivar(HD) holds for all f. Define the
class F* = {fup) | f € F}.

We claim that in any circuit in wDNNF representing a satisfiable function in F*, all term subcircuits
have the same variables. Consider a circuit in wDNNF representing fi. Let T be one of its term subcircuit
and assume var(f) \ var(T) # 0. Let x € var(f) \ var(T), T has a model a that maps x to 0 and
another model o’ identical to a except that it maps z to 1. But w(a) # w(a’) so a and a’ cannot both
satisfy fr, a contradiction. So all term subcircuits contain all variables.

So by Lemma 68, there exists a polynomial p such that (sd-wDNNF size of f) < p(d-wDNNF size
of f) for every f € F*. By Lemma 72, the sd-wDNNF size and the sd-DNNF size of f are poly-
nomially related, and we know that the sd-DNNF size and the d-DNNF size of f are also polynomi-
ally related. So all functions of F* have exponential d-WDNNF size. Since circuits in DNNF support
polynomial-time restriction to models of fixed-weight — see for instance the proof of [ABJM17, Propo-
sition 4.1] which can easily be adapted to circuits in DNNF — the functions in F* also have polynomial
DNNF size. So the class F* gives us d-wDNNF <« DNNF. O

Lemma 74. DNNF £ d-wDNNF.

Proof. We consider the class F of monotone 2-CNF formulas used in [BCMS14] to prove that DNNF £
CNF. Let F' be a monotone 2-CNF from F on n variables x1, ..., z,, F = A} (xk, V 2, ). The size
of F'is polynomial in n but Bova et al. proved that its DNNF size is exponential in n. Now consider m
fresh variables Z = {z1,..., 2y} and define F' = A", ((—zx A 2k,) V (2 A 2k, ). F' is a circuit in
d-wDNNF, and 3Z.F’ = F. Since DNNF circuits support polynomial-time variables forgetting [DM02],
the circuits in DNNF computing F’ have exponential size. Thus the class of the circuits {F’ | F' € F}
proves the separation DNNF £ d-wDNNF. O

Lemma 75. wDNNF < d-wDNNF and d-wDNNF < d-DNNF and d-wDNNF < sd-wDNNF.

Proof. For the first relation, d-wDNNF C wDNNF implies WDNNF < d-wDNNF. We have d-wDNNF ﬁ
WDNNF for otherwise we would have d-wDNNF ~ wDNNF, which would imply d-wDNNF < DNNF
and thus would contradict Lemma 73.

For the second relation, d-DNNF is a subclass of d-wDNNF so d-wDNNF < d-DNNF. And
d-DNNF £ d-wDNNF holds for otherwise DNNF £ d-wDNNF would be violated by transitivity
(because DNNF < d-DNNF).

For the third relation, sd-WDNNF is a subclass of d-wDNNF so d-wDNNF < sd-wDNNF. Since
sd-wDNNF, sd-DNNF and d-DNNF are equally succinct, there must be sd-wDNNF < d-wDNNF
otherwise d-DNNF £ d-wDNNF would be violated by transitivity (because sd-wDNNF ~ d-DNNF).

O

This last lemma finishes the proof of Theorem 24.

6.4.2 Succinctness Map for Monotone ACs

Now to prove Theorem 23 it suffices to show the variant for monotone AC of all lemmas used to prove
the correctness of Theorem 24. First it is folklore that the transformation to smooth a circuit DNNF is
easily adapted for monotone decomposable ACs:

Lemma 76. sD-AC,,, ~ D-AC,,, and sdD-AC,,, ~ dD-AC,,.

Proof. Let C' be monotone AC. For every +-node v of C' that is not smooth, denote by v; and v, its
children, for every « € var(v;) \ var(v,), insert a x-node between v and v, and whose second child is
x + 7 as shown in the following figure:
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This transformation does not modify the function computed by the circuit since the new x-node is
a multiplication by 1. The new x-node is decomposable since x ¢ var(v,) and the new +-node is
smooth and deterministic. For every other node of the circuit, the transformation modifies neither the
number of variables under the node nor the function computed by the circuit at that node. Thus the
transformation preserves decomposability and determinism. The transformation is repeated until the
circuit is smooth. At most |var(C)| transformations are required for every +-node of C so the final
circuit has size O(|var(C)||C|). O

Then using Proposition 24 and the fact that dD-AC,,, ¢ D-AC,,, and D-AC,,, C wD-AC,,,, we derive the
following from DNNF < d-DNNF and wDNNF < DNNF.

Corollary 5. D-AC,,, < dD-AC,,.
Corollary 6. wD-AC,, < D-AC,,.

To compare smooth weak decomposable classes of monotone AC to their smooth decomposable coun-
terparts, we are again helped by the results of Peharz et al. [PTPD15].

Lemma 77. swD-AC,,, ~ sD-AGC,,, and sdwD-AC,,, ~ sdD-AGC,,,. But wD-AC,,, < swD-AGC,,.

Proof. Peharz et al. show that SD-AC,,, < swD-AC,, in [PTPD15]. Since sD-AC,,, C swD-AC,,,, we
also have swD-AC,,, < sD-AC,,, and thus swD-AC,,, ~ sD-AC,,,. Moreover the algorithm in [PTPD15]
to go from smooth weakly decomposable AC to smooth decomposable AC preserve determinism so
sdD-AC,,, < sdwD-AC,,,. Again we have that sdD-AC,,, C sdwD-AC,,, so sdwD-AC,,, < sdD-AC,,,.

As for wD-AC,,, < swD-AC,,. wD-AC,, < swD-AC,, comes from swD-AC,, ¢ wD-AC,,,
and swD-AC,,, £ wD-AC,,, holds for otherwise D-AC,,, ¢ wD-AC,,, would be violated by transitivity
(because swD-AC,,, ~ sD-AC,,, ~ D-AC,,). O

Finally, using Proposition 24 and the inclusion relation between classes, the remaining results are easy
corollaries of Lemmas 73, 74 and 75

Corollary 7. dwD-AC,, £ D-AC,, and D-AC,, £ dwD-AC,,,.
Corollary 8. wD-AC,,, < dwD-AC,,, and dwD-AC,,, < dD-AC,,, and dwD-AC,,, < sdwD-AC,,.

All other relations follow by transitivity, so Theorem 23 is proved.

6.4.3 Starting a Map for Positive ACs

In this section, we will start drawing a succinctness map for positive ACs. Recall that positive ACs
compute non-negative functions but allow for negative constants. In a sense, positive ACs have access to
a third operation, namely subtraction. It is known that adding subtraction to ACs can decrease their size
exponentially [Val80], so AC, < AC,,.

135



Chapter 6. Unconditional Succinctness Maps for Arithmetic Circuits

sdwD-AC, — sdD-AC,
< 7
swD-AC, —— sD-AC,,

~ dwD-AC, —|— dD-AC,

7 2, 7
wD-AC, - 7 - D-AC,

Figure 6.4: Partial succinctness map for classes of positive ACs.

Since there is no apparent mapping between positive ACs and a class of Boolean circuits similar to
the mapping ¢ introduced in Section 6.3, we do not obtain a succinctness map for positive ACs in the
same way we did for monotone ACs. We here solve some of the relations on the corresponding map,
leaving its completion for future work.

Lemma 78. Let C' be a (smooth) (weakly) decomposable deterministic positive AC. Switching the signs
of all negative constants in C' yields an equivalent (smooth) (weakly) decomposable deterministic mono-
tone AC. Therefore the relation d-y-AC,, ~ d-v-AC,,, holds for any v € {D,wD, sD, swD}.

Proof. The transformation does not modify the variables below any node of the AC, so smoothness and
(weak) decomposability are preserved by the transformation. By determinism, no two term subcircuits
of C' can compute a non-zero value on the same assignment, and the sum of the functions computed by
term subcircuits is that computed by C. So each term subcircuit 7' computes a positive function. Since
that function can be written o[ [, Lit(T) ¢ where « is the product of all constants labelling inputs of 7',
the negative constants in 7" must be in even number. But then switching the signs of negative constants
in C' does not change the function computed by any term subcircuit. Thus the monotone AC we get is
equivalent to C and, since its term subcircuits still have pairwise disjoint support, it is deterministic. [

Lemma 79. 7-AC, < d-y-AC,, for any v € {D,w, sD, swD}.

Proof. Monotone ACs are positive ACs so d-y-AC,, < d-y-AC,,,. Using Lemma 78 and Theorem 23,
we get v-AC,, < v-AC,,, < d-v-AC,,, ~ d-y-AC,, hence the result. O

Lemma 80. D-AC,, ~ sD-AC,, ~ swD-AC,,.

Proof. The polynomial-time algorithm of [PTPD15] to transform smooth weakly decomposable ACs
into equivalent smooth decomposable ACs remains sound when negative constants are allowed in the
circuits. So smooth weakly decomposable positive ACs can be turned into equivalent smooth decompos-
able positive ACs in polynomial time, hence sSD-AC,, < swD-AC,,. Since sD-AC,, is also a subclass of
swD-AC,,, it follows that sD-AC,, ~ swD-AC,,.

For D-AC,, ~ sD-AC,, one just has to observe that the transformation to make smooth a decompos-
able monotone AC also works for positive AC. O

The above lemmas are summarized in Figure 6.4. Three relations, indicated by question marks in the
figure are open.

6.5 Lower Bounds for Positive AC

In this section we adapt the lower bounds techniques of Bova et al. from circuits in NNF to positive ACs.
We then show lower bounds on the size of structured-decomposable positive ACs.
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6.5.1 Sum of Decomposable Products

For circuits in NNF, structured decomposability is defined with help of a v-tree (variable tree) [PD08] but
the definition usually assumes that constant inputs have been propagated away in the circuit. Recall that
we can propagate (away) the constants in circuits in NNF without modifying the functions they compute.
We do not have an equivalent notion of constant propagation for ACs, so we use the vtree-free definition
from [VCL"21]. The definition assumes smoothness for simplicity.

Definition 44. An AC C'is called smooth structured-decomposable when it is smooth and decomposable
and, for all Y C var(C) there is a partition Y = Yy U Y] such that, for every x-nodes v in C with
var(Cy) =Y, calling v; and v, the children of v, we have var(C,,) = Y; and var(C,,) = Yi_; for
some i € {0, 1}.

Structured-decomposability is a useful property that renders tractable several operations that are
generally intractable, for instance taking the product of two ACs with the same vtree. In particular,
PSDD circuits, for probabilistic sentential decision diagrams, form a class of circuit that uses structured-
decomposability and that has applications in practice.

Definition 45. Let Z be a set of variables. A decomposable product over Z is a function from Z to R
that can be written as a product (X ) x h(Y') where (X,Y) is a partition of Z and f and h are functions
to R.

A common approach to proving lower bounds for decomposable AC analyses representations of the
function it computes in terms of sums of balanced decomposable products. Roughly put, the idea is
that the more summands are needed in such a representation, the larger the ACs that compute it. This
technique has been used in recent and not so recent articles, see e.g. [Val80, RY11, MM14]. Translated
to Boolean circuits, decomposable products correspond to combinatorial rectangles, a tool that we have
already used several times in previous chapters.

Variations of the next theorem have been shown several times independently in the literature, see for
instance [MM14, Theorem 38]. The structured case follows from a small refinement of the proof, the
rough idea is that each decomposable product is built from a different node of the circuit and, thanks to
structured decomposability, all these nodes have the same set of variables, which eventually yields the
same partition for the decomposable products.

Theorem 25. Let F' be a non-negative Pseudo-Boolean function over at least three variables computed
by a structured decomposable smooth AC C. Then F can be written as a sum of N decomposable
products over var(F) with respect to the same balanced partition (X,Y), with N < |C/|.

Proof. We construct the sum of decomposable products from C' such that each f; x h; corresponds to a
different node of C'. Let T be the set of all term subcircuits of C'. First we need the following claim:

Claim 19. There is a set S of x-nodes in C such that all var(C,) for v € S are identical and such that
every term subcircuit of C contains at least one node in S.

Proof. Consider the set 7 = {T1,...,Tk} of term subcircuits of C. Let v; be the root of the term
subcircuit T;. Let S be the sequence (v1, ..., v ). Initially all the elements of the sequence are identical
sowe call X = var(vi) = -+ = var(vk). Clearly at this stage | X | > |var(C)|/3. Using the definition
of smooth structured decomposable ACs, for every Y C war(C) with (Yp, Y1) the unique partition
respected by all x-nodes of C' whose set of variables is Y, we define A\(Y') = Yj if |Yo| > |Yi| and
A(Y) = Y] otherwise. Thus A(Y) > [|Y|/2]. Now do the following steps in order:
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1. for every ¢, while v; is a +-node, replace v; by its unique child in 7; — observe that by smoothness
we still have X = var(C,,) and | X| > |var(C)|/3.

2. for every i, if v; is a x-node then, if |X| < 2|var(C)|/3 then return S after removing identical
elements and stop there. If however |X| > 2|var(C)|/3 then replace every v; in S by its child
whose set of variables is A(X). At the end of this step, if we have not returned S then we have
var(vy) = --- = var(vg) = A(X) and |A\(X)| > |var(C)|/3. Replace X by A(X) and repeat
steps 1. and 2.

At the end of both 1. and 2., all nodes in .S have the same set of variables X. The procedure can never
skip 2. Indeed | X | is always greater than 2, so at the end of 1. all nodes in S are x-nodes (none of them
are +-nodes by definition of 1., and none of them is labelled by a literal because their set of variables is
X). Since the procedure never skips 2. and since the size of X decreases strictly at the end of 2., at some
point | X| < 2|var(C')|/3 occurs and the procedure ends. By construction the set S returned contains a
node of each term subcircuits and all nodes in S have the same set of variables. O

Let S be the set obtained by the claim above. Let X be such that var(C,) = X for every v € S.
Note that each term subcircuit 7" of C' contains a single node in S. Indeed if v,v" € S were both
in T then the highest common ancestor of v and v in 7" would be a non-decomposable x-node since
var(v) # var(v').

Let v € S and let T be a subcircuit of C' containing v. Recall that T is shaped like a tree since C? is
decomposable and that 7°, denotes the subcircuit of 7" under v. Let 7% be the circuit obtained replacing
T, by a node labelled by 1 in 7T'. Replacing that fresh node in T3 by T, gives 1" back, hence the notation
T = (T,,T%). Both T, and T compute functions whose support is a single assignment on X and Y,
respectively (due to C' being smooth) and T computes T, X T. If T and T” are two term subcircuits
of C' containing v, then so are (7}, T%) and (T}, T5), thus the disjunction of all term subcircuits of C'
containing v may be written

T%éTT = (ngTTv) x (T%;TTU)

On the right-hand side, in the first sum, every summand is a function over X while in the second one,
every summand is a function over Y, thus the product can be written f,(X) x h,(Y"). Since every term
subcircuit of C' contains exactly one node in .S, it follows that

ZT:Z Z T:ZfU(X)th(Y)

TeT veS T:veT veS

And the result follows from F' = 3 .. T and |S| < |C]. O

6.5.2 Lower Bounds for Structured Decomposable Positive AC

In this section we prove the following lower bound.

Theorem 26. There is a class of positive Pseudo-Boolean functions F such that, for all F' € F, the

smallest AC computing F has size polynomial in |var(F)| but the smallest smooth structured decompos-
able AC computing F' has size 2°var(F)D),

By Theorem 25, the smallest N for which one can write F' as F' = vaz 1 fi(X) x hi(Y) where
fi(X) x h;(Y') are decomposable products with respect to the balanced partition (X, Y") of var(F), is a
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lower bound on the size of all smooth structured decomposable ACs computing F'. Thus, proving Theo-
rem 26 boils down to finding non-negative functions where the smallest such N depends exponentially
on the number of variables.

Let us fix a function F and a partition (X, Y’). The value matrix of F with respect to (X,Y’) is a
21 X1 x 2IY| matrix Mp whose rows (resp. columns) are uniquely indexed by assignments to X (resp.
Y’) and such that, for each pair of indices (ax,ay ), the entry of Mp at the ax row and ay column is
F(ax Uay).

Lemma 81. Let F = Zszl J1(X) X hi(Y') where for all k we have fi, x hy, # 0. Let MF be the value
matrix for F' and let M; denote the the value matrix for f; X h; with respect to partition (X,Y"). Then

N
tk(Mp) <> rk(My) = N.
k=1

Proof. By construction, Mp = S Mj,, so tk(Mp) < ST, tk(My) holds by sub-additivity of the
rank. We now show that rk(M}) = 1 holds for each k. Since fi X hy # 0, there is a row in M}, which
is not a O-row. Say it is the row indexed by ax. Then the entries in that row are fi(ax) X hi(ay) for
varying ay. In any other row indexed by d'y, the entries are fj(a'y) x hi(ay) = (fr(dy)/fr(ax)) x
fr(ax) x hg(ay) for varying ay. Consequently, all rows are multiples of the a x-row, in other words,
all rows of Mj, are linearly dependent, hence rk(Mj) = 1. O

Using Lemma 81, one sees that proving Theorem 26 boils down to finding functions whose value
matrices with respect to any balanced partition (X, Y) have rank exponential in the number of variables.

The functions we construct are based on graphs. Let G = (V, E) be a graph, let n = |V/| and, for
each vertex v; in V, create a Boolean variable ;. We consider the function:

Fo(xy,...,2pn) = H (14 max(z;, z;)). (6.1)
(’Ui,’Uj)GE

Essentially, for each edge of G, if at least one of its endpoints is mapped to 1 via an assignment, then the
edge contributes a factor 2 to the product, otherwise it contributes a factor 1. Regardless of the choice of
G, the function F(; has a small positive AC: one just has to write max(x;, z;) = x; + x; — x;z; and see
that the number of x and + operations needed to compute F(; is polynomial in n.

An induced matching of G is a set E' C E of edges with pairwise disjoint endpoints, whose set we
denote V’, such that all edges of G connecting vertices in V'’ are in E’.

Lemma 82. Let Fg; be as described by (6.1), let (X,Y) be a partition of var(Fg) and (Vx, Vy) be the
corresponding partition of V. If there is an induced matching m in G between vertices V; and V, such
that Vi C Vx and V. C Vy, then

rk(Mp,,) > 2™

where M, is the value matrix of F¢ for the partition (X,Y) and |m| is the number of edges in m.

Proof. Rename M = M. Identify each vertex with its variable in var(Fg) and let (2, y:)ic[jm|) be
the edges of m, with z; € X and y; € Y. Order the variables in X as X = (x1,...,7|x|) and the
variables in Y as Y = (y1,...,¥|y), so that the |m| first variables in each set correspond to the nodes
in the matching. Permutations of rows or columns do not change the rank of a matrix so we assume that
the assignments indexing the rows and the columns are ordered so that, when seeing the assignments
as tuples of 0 and 1, the integers encoded in binary by the tuples are ordered. More formally ax is
before a'y if and only if 3", a(x)2" 1 < 3, @'(x%)2" . Now consider all 22 truth assignments to
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var(F¢) where variables corresponding to vertices not in V; U V. are set to 0. Let M ™ be the 2lml 5 olm|
sub-matrix of M obtained by keeping only rows and columns indexed by these assignments. The rank of
a sub-matrix is always at most that of the matrix, so rk(M™*) < rk(M). To prove the lemma, it is enough
to show that rk(M*) = 2/™I, which holds if and only if det(M*) # 0. For 0 < i < |m|, let M} be the
matrix containing the first 2° rows and first 2¢ columns of M*. We prove by induction on i that all M}
have non-zero determinant, which will prove that M* (which is M, |”;n|) has non-zero determinant, and
therefore full rank. For the base case, M = (1) has determinant 1. For the general case, assume that

det(Ml.*) ?é 0 and observe that Mz*—&-l = < 2]]\4\41* ;%Z* ) The determinant of M:ii—l 18
% 7

M;o|2MF o\ —M; | 2MF\ s o o2 2
det( SN [ 20 ) = det< RREBIE > = det(—M;") det(2M;") = (—2)* det(M;")* # 0.

(2

O]

So if, for every balanced partition of V', we have a large enough induced matching M between the
two sides, then the rank of the value matrix for F(; for any balanced partition is large, thus many balanced
decomposable products are needed in a sum representing F. The only thing left is to find graphs GG with
this “large enough matching” property, which turn out to be expander graphs, which we have already
met in previous chapters. Recall that a d-regular graph is a graph whose vertices all have degree d. A
(¢, d)-expander graph on vertices V' is a d-regular graph such that for any S C V of size |S| < [V]/2, it
holds that [N (S)| > ¢|S|, where N(S) ={v e V\ S| (u,v) € E,u € S}.

Theorem 27. [AS00, Section 9.2] There is, for some ¢ > 0, an denumerable sequence of (c, 3)-expander
graphs (G;)ien.
We use these expander graphs for our lower bound.

Lemma 83. Ler G = (V, E) be a (c, 3)-expander graph with n = |V|, and let V. = Vi W V3 be a
balanced partition of V. Then there exists an induced matching m of size Q)(n) between Vi and V5.

Proof. Vi or V3 has size at most n/2, say |V1| < n/2. Then N(V1) C Vi and [N (V)| > ¢|Vi| > en/3
where the last inequality comes from the partition being balanced. So at least cn/3 edges connect V;
to Vo. Since G is 3-regular, at least a third of these edges form an matching in G, and a third of these
matching edge share no endpoint in Vj, and finally a third of these edges share no endpoint in V5 either.
So we obtain a induced matching between V4 and V5 of size at least cn /81. O

Combining Theorems 25 and 27 with Lemmas 81, 82 and 83 yields Theorem 26.

6.6 Conclusion and Perspectives

We have started drawing succinctness maps for arithmetic circuits modeled after proposed for circuits in
NNF in [DMO2]. Due to the great amount of recent work on practical applications of ACs with specific
structural restrictions, we have studied classes of ACs for combinations of four key restrictions: decom-
posability, weak decomposability, determinism and smoothness. Using a mapping between monotone
ACs and circuits in NNF, we have drawn the full succinctness map for monotone ACs by lifting the
existing map for circuits in NNF and extending it to incorporate new classes defined with weak decom-
posability. In certain cases we could show that positive and monotone ACs have the same expressive
power, which gave us some succinctness results between classes of positive ACs for free. We leave the
challenging task of determining the remaining relationships between classes of positive AC as an open
question.
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Open question 7. Determine the succinctness relationships labelled by a question mark in Figure 6.4.

Several succinctness relationships between classes of positive ACs and their monotone counterparts
are also missing. In particular it is a long standing open question whether D-AC,, < D-AC,, holds.
Perhaps a separation can be found in the case when the circuits are structured-decomposable. In the
last section of this chapter, we have introduced techniques to prove lower bounds on positive ACs and
applied them to the case of smooth structured-decomposable ACs. This could be the first step towards
answering the following:

Open question 8. Prove an exponential separation between structured-decomposable positive ACs and
structured-decomposable monotone ACs or, alternatively, prove that the two classes of circuits are
equally succinct.
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Conclusion

To conclude this thesis, let us give a final overview of our contributions. Our first contributions belong to
the long tradition of studying the L size of selected functions for L a class of representations, here a com-
pilation language. We have shown new lower bounds on the DNNF size of particular pseudo-Boolean
constraints and on the DNNF size of satisfiable Tseitin formulas. To obtain these new lower bounds, we
have used the well-established methods of cover by balanced rectangles and we have improved upon it
to create a refined method that takes the form of a two-player adversarial game. In a less standard di-
rection, we have also taken into account the compilation of approximations when the DNNF size of the
function to be represented is too important. We have started from an existing notion of approximation
that comes with guarantees on the approximation error, that we have called weak approximation. We
have generalized existing results on functions whose weak approximations all have exponential OBDD
sizes to show that they also have exponential d-DNNF sizes. Then, we have shown limitations of weak
approximation that disqualify it as a good approximation notion in many settings, in particular if it is to
be used with approximate model counting in mind. To circumvent these limitations, we have introduced
the new notion of strong approximation and we have shown that, for some functions for which weak
approximations can be of poor quality (typically approximations by the function that is uniformly 0),
compiling strong approximations is not an option as their d-DNNF sizes are exponential in the number
of variables. Notably, using our improved method for finding lower bounds on the DNNF size, we have
shown that particular satisfiable Tseitin formulas are examples of such functions.

In the second part of the thesis, we have exploited further the lower bounds on the DNNF size of
satisfiable Tseitin formulas in two applications. The first application deals with the space efficiency
of bottom-up knowledge compilation. Indeed, we can use our lower bound to show that str-DNNF
(A,r)-compilations of unsatisfiable Tseitin formulas whose graphs have bounded degree all generate in-
termediate circuits of size exponential in the treewidths of the graphs. A simple trick allows us to prove
that there exists a class of satisfiable CNF formulas that have constant str-DNNF sizes but whose str-
DNNF (A,r)-compilations all generate intermediate circuits of size exponential in the primal treewidth.
The second application of our lower bound makes a connection to the origin of Tseitin formulas. Grigori
Tseitin introduced unsatisfiable Tseitin formulas with the idea that they would be hard formulas to refute
in the resolution proof system. This was later confirm by subsequent research not only for the resolution
proof system but for other proof systems as well. We have contributed to this research strand by showing
that the number of clauses in every regular resolution refutation of unsatisfiable Tseitin formulas whose
graphs have bounded degrees is at least exponential in the treewidths of the graphs. The exponential
dependence in the treewidth of this lower bound matches that of known upper bounds, so the unsatisfi-
able Tseitin formulas whose graphs have bounded degree have regular resolution refutations of length
polynomial in the number of variables 7 if and only if the treewidth of the graph is at most logarithmic
in n.

After this small detour in proof complexity, we went back to knowledge compilation in the last part
of the thesis. There we have explored new horizons for knowledge compilation. The first direction
has been to study new enumeration queries for existing compilation languages. On the one hand, we
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have shown that enumerating the prime implicants and the prime implicates of circuits in dec-DNNF
is feasible in incremental polynomial-time. On the other hand, we have also shown that enumerating
specific prime implicants, namely sufficient reasons for a given variable assignment and subset-minimal
abductive explanations, is unlikely to be feasible in output-polynomial time even for DTs and OBDDs,
which are among the most constrained function representations studied in knowledge compilation. In a
second direction, we have explored knowledge compilation for pseudo-Boolean functions. In the spirit of
the knowledge compilation map, we have defined several classes of arithmetic circuits by forcing on them
combinations of properties (decomposability, monotonicity, etc.), and we have studied the succinctness
relationships between these classes. Using a tight connection between classes of monotone ACs and the
corresponding classes of circuits in NNF, we have drawn the complete succinctness map for the eight
classes of monotone ACs considered. We have started extending the map to non-monotone positive ACs,
but we could not fully complete it.

Finally, on the one hand, this thesis pursues the study of knowledge compilation in the traditional way
by studying the hardness of representing selected functions in several existing compilation languages
or by looking at new queries for these languages. On the other hand, it also explores some areas of
the domain that are not as well studied, like approximate knowledge compilation, and even shows that
knowledge compilation can be connected in surprising way to other areas of computer science, especially
proof complexity theory.

143



[AACT19]

[ABB*21a]

[ABBT21b]

[ABdR" 18]

[ABIM17]

[ACH"21]

[ACMS20]

[AGMS16]

Bibliography

S. AKSHAY, Jatin ARORA, Supratik CHAKRABORTY, Shankara Narayanan KRISHNA, Di-
vya RAGHUNATHAN, and Shetal SHAH. « Knowledge Compilation for Boolean Func-
tional Synthesis ». In Clark W. BARRETT and Jin YANG, editors, 2019 Formal Methods in
Computer Aided Design, FMCAD 2019, San Jose, CA, USA, October 22-25, 2019, pages
161-169. IEEE, 2019. 129

G. AUDEMARD, S. BELLART, Louenas BOUNIA, F. KORICHE, J.-M. LAGNIEZ, and
P. MARQUIS. « On the Explanatory Power of Decision Trees ». CoRR, abs/2108.05266,
2021. 118

Gilles AUDEMARD, Steve BELLART, Louenas BOUNIA, Frédéric KORICHE, Jean-Marie
LAGNIEZ, and Pierre MARQUIS. « On the Explanatory Power of Decision Trees ». CoRR,
abs/2108.05266, 2021.

Albert ATSERIAS, Ilario BONACINA, Susanna F. de REZENDE, Massimo LAURIA, Jakob
NORDSTROM, and Alexander A. RAZBOROV. « Clique is hard on average for regular
resolution ». In Ilias DIAKONIKOLAS, David KEMPE, and Monika HENZINGER, editors,
Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing, STOC
2018, Los Angeles, CA, USA, June 25-29, 2018, pages 866—-877. ACM, 2018. 92

Antoine AMARILLI, Pierre BOURHIS, Louis JACHIET, and Stefan MENGEL. « A Circuit-
Based Approach to Efficient Enumeration ». In Ioannis CHATZIGIANNAKIS, Piotr IN-
DYK, Fabian KUHN, and Anca MUSCHOLL, editors, 44th International Colloquium on
Automata, Languages, and Programming, ICALP 2017, July 10-14, 2017, Warsaw, Poland,
volume 80 of LIPIcs, pages 111:1-111:15. Schloss Dagstuhl - Leibniz-Zentrum fiir Infor-
matik, 2017. 1, 6, 102, 134

Dimitris ACHLIOPTAS, Amin COJA-OGHLAN, Max HAHN-KLIMROTH, Joon LEE, Noéla
MULLER, Manuel PENSCHUCK, and Guangyan ZHOU. « The number of satisfying as-
signments of random 2-SAT formulas ». Random Struct. Algorithms, 58(4):609—647, 2021.
53

A. AMARILLI, F. CAPELLI, M. MONET, and P. SENELLART. « Connecting Knowledge
Compilation Classes and Width Parameters ». Theory Comput. Syst., 64(5):861-914, 2020.
3, 30, 36, 128

Ignasi ABiO, Graeme GANGE, Valentin MAYER-EICHBERGER, and Peter J. STUCKEY. «
On CNF Encodings of Decision Diagrams ». In Claude-Guy QUIMPER, editor, Integration
of Al and OR Techniques in Constraint Programming - 13th International Conference,
CPAIOR 2016, Banff, AB, Canada, May 29 - June 1, 2016, Proceedings, volume 9676 of
Lecture Notes in Computer Science, pages 1-17. Springer, 2016. 3, 31

144



[AHU74]

[AJPUO7]

[Ajt0S]

[AKM20]

[AKV04]

[ANOT12]

[AR11]

[ARMSO02]

[ASO0]

[Bac07]

[BBI12]

[BBRO9]

[BCMS14]

[BCMS16]

Alfred V. AHO, John E. HOPCROFT, and Jeffrey D. ULLMAN. The Design and Analysis
of Computer Algorithms. Addison-Wesley, 1974. 103

Michael ALEKHNOVICH, Jan JOHANNSEN, Toniann PITASSI, and Alasdair URQUHART.
« An Exponential Separation between Regular and General Resolution ». Theory Comput.,
3(1):81-102, 2007. 92

Miklés AJTAI. « A Non-linear Time Lower Bound for Boolean Branching Programs ».
Theory of Computing, 1(1):149-176, 2005. 51, 52

G. AUDEMARD, F. KORICHE, and P. MARQUIS. « On Tractable XAI Queries based on
Compiled Representations ». In Proc. of KR’20, pages 838-849, 2020. 102

Albert ATSERIAS, Phokion G. KOLAITIS, and Moshe Y. VARDI. « Constraint Propagation
as a Proof System ». In Mark WALLACE, editor, Principles and Practice of Constraint Pro-
gramming - CP 2004, 10th International Conference, CP 2004, Toronto, Canada, Septem-
ber 27 - October 1, 2004, Proceedings, volume 3258 of Lecture Notes in Computer Science,
pages 77-91. Springer, 2004.

Ignasi ABiO, Robert NIEUWENHUIS, Albert OLIVERAS, Enric RODRIGUEZ-
CARBONELL, and Valentin MAYER-EICHBERGER. « A New Look at BDDs for
Pseudo-Boolean Constraints ». J. Artif. Intell. Res., 45:443-480, 2012. 32

Michael ALEKHNOVICH and Alexander A. RAZBOROV. « Satisfiability, Branch-Width
and Tseitin tautologies ». Comput. Complex., 20(4):649—-678, 2011. 5, 93

Fadi A. ALOUL, Arathi RAMANI, Igor L. MARKOV, and Karem A. SAKALLAH. « Generic
ILP versus specialized 0-1 ILP: an update ». In IEEE/ACM International Conference on
Computer-aided Design, ICCAD, pages 450-457, 2002. 31

Noga ALON and Joel H. SPENCER. The Probabilistic Method, Second Edition. John
Wiley, 2000. 140

Fahiem BACCHUS. « GAC Via Unit Propagation ». In Principles and Practice of Con-
straint Programming - CP 2007, pages 133-147, 2007. 31

Paul BEAME, Christopher BECK, and Russell IMPAGLIAZZO. « Time-space tradeoffs in
resolution: superpolynomial lower bounds for superlinear space ». In Howard J. KARLOFF
and Toniann PITASSI, editors, Proceedings of the 44th Symposium on Theory of Computing
Conference, STOC 2012, New York, NY, USA, May 19 - 22, 2012, pages 213-232. ACM,
2012. 92

Olivier BAILLEUX, Yacine BOUFKHAD, and Olivier ROUSSEL. « New Encodings of
Pseudo-Boolean Constraints into CNF ». In Theory and Applications of Satisfiability Test-
ing - SAT 2009, pages 181-194, 2009. 31

Simone Bova, Florent CAPELLI, Stefan MENGEL, and Friedrich SLIVOVSKY. « Ex-
pander CNFs have Exponential DNNF Size ». CoRR, abs/1411.1995, 2014. 3, 28, 36, 133,
134

Simone BOVA, Florent CAPELLI, Stefan MENGEL, and Friedrich SLIVOVSKY. « Knowl-
edge Compilation Meets Communication Complexity ». In Subbarao KAMBHAMPATI,

145



Bibliography

[Ben02]

[BHKO1]

[BHMR99]

[BHMS84]

[BI13]

[BKO6]

[BLS02]

[BLWI5]

[BM12]

[BN21]

[Bod96]

[Bod98]

[Bov16]

146

editor, Proceedings of the Twenty-Fifth International Joint Conference on Artificial Intelli-
gence, IJCAI 2016, New York, NY, USA, 9-15 July 2016, pages 1008-1014. JICAI/AAAI
Press, 2016. 4, 23, 24, 38, 45, 128, 132, 133

Eli BEN-SASSON. « Hard examples for the bounded depth Frege proof system ». Comput.
Complex., 11(3-4):109-136, 2002. 93

Laszl6 BABAI, Thomas P. HAYES, and Peter G. KIMMEL. « The Cost of the Missing Bit:
Communication Complexity with Help ». Combinatorica, 21(4):455-488, 2001. 52

Endre BOROS, Peter L. HAMMER, Michel MINOUX, and David J. RADER. « Optimal Cell
Flipping to Minimize Channel Density in VLSI Design and Pseudo-Boolean Optimization
». Discret. Appl. Math., 90(1-3):69-88, 1999. 31

R. K. BRAYTON, G. D. HACHTEL, C. T. MCMULLEN, and A. L. SANGIOVANNI-
VINCENTELLI. Logic Minimization Algorithms for VLSI Synthesis, volume 2 of The
Kluwer International Series in Engineering and Computer Science. Springer, 1984.

Christopher BECK and Russell IMPAGLIAZZO. « Strong ETH holds for regular resolution
». In Dan BONEH, Tim ROUGHGARDEN, and Joan FEIGENBAUM, editors, Symposium on
Theory of Computing Conference, STOC’13, Palo Alto, CA, USA, June 1-4, 2013, pages
487-494. ACM, 2013. 92

Hans L. BODLAENDER and Arie M. C. A. KOSTER. « Safe separators for treewidth ».
Discret. Math., 306(3):337-350, 2006. 42, 72

Randal E. BRYANT, Shuvendu K. LAHIRI, and Sanjit A. SESHIA. « Deciding CLU Logic

formulas via Boolean and Pseudo-Boolean encodings ». In Intl. Workshop on Constraints
in Formal Verification, CFV, 2002. 31

Beate BOLLIG, Martin LOBBING, and Ingo WEGENER. « Simulated Annealing to Improve
Variable Orderings for OBDDs ». In IN INT’L WORKSHOP ON LOGIC SYNTH, pages
5-5, 1995. 68

Lucas BORDEAUX and Jodo MARQUES-SILVA. « Knowledge Compilation with Empow-

erment ». In Conference on Current Trends in Theory and Practice of Computer Science,
SOFSEM, pages 612-624, 2012. 31

Sam BUSS and Jakob NORDSTROM. « Proof Complexity and SAT Solving ». 2nd edition
of Handbook of Satisfiability, 2021.

Hans L. BODLAENDER. « A Linear-Time Algorithm for Finding Tree-Decompositions of
Small Treewidth ». SIAM J. Comput., 25(6):1305-1317, 1996. 29

Hans L. BODLAENDER. « A Partial k-Arboretum of Graphs with Bounded Treewidth ».
Theor. Comput. Sci., 209(1-2):1-45, 1998. 29

Simone BOVA. « SDDs Are Exponentially More Succinct than OBDDs ». In Dale SCHU-
URMANS and Michael P. WELLMAN, editors, Proceedings of the Thirtieth AAAI Con-
ference on Artificial Intelligence, February 12-17, 2016, Phoenix, Arizona, USA, pages
929-935. AAAI Press, 2016. 18



[Brel3]

[Bry86]

[BS17a]

[BS17b]

[BSWO02]

[BW96]

[BWOI]

[Capl6]

[CBLMOS5]

[CC13]

[CDO3]

[CDO08]

[CD13]

Alain BRETTO. Hypergraph Theory - An Introduction. Springer International Publishing,
2013. 119

Randal E. BRYANT. « Graph-Based Algorithms for Boolean Function Manipulation ».
IEEE Trans. Computers, 35(8):677-691, 1986. 2, 48, 64

Simone BOVA and Stefan SZEIDER. « Circuit Treewidth, Sentential Decision, and Query
Compilation ». In Emanuel SALLINGER, Jan Van den BUSSCHE, and Floris GEERTS,
editors, Proceedings of the 36th ACM SIGMOD-SIGACT-SIGAI Symposium on Principles
of Database Systems, PODS 2017, Chicago, IL, USA, May 14-19, 2017, pages 233-246.
ACM, 2017. 3, 29, 30

Simone BOVA and Stefan SZEIDER. « Circuit Treewidth, Sentential Decision, and Query
Compilation ». In Emanuel SALLINGER, Jan Van den BUSSCHE, and Floris GEERTS,
editors, Proceedings of the 36th ACM SIGMOD-SIGACT-SIGAI Symposium on Principles
of Database Systems, PODS 2017, Chicago, IL, USA, May 14-19, 2017, pages 233-246.
ACM, 2017. 3,29, 30, 36

Beate BOLLIG, Martin SAUERHOFF, and Ingo WEGENER. « On the Nonapproximability
of Boolean Functions by OBDDs and Read-k-Times Branching Programs ». Inf. Comput.,
178(1):263-278, 2002. 4, 49, 50, 51, 52

Beate BOLLIG and Ingo WEGENER. « Improving the Variable Ordering of OBDDs Is
NP-Complete ». IEEE Trans. Computers, 45(9):993-1002, 1996. 65

Eli BEN-SASSON and Avi WIGDERSON. « Short proofs are narrow - resolution made
simple ». J. ACM, 48(2):149-169, 2001. 93

Florent CAPELLI. « Structural restriction of CNF-formulas: application to model counting
and knowledge compilation ». PhD thesis, 2016. 28, 29, 30, 133

Sylvie COSTE-MARQUIS, Daniel Le BERRE, Florian LETOMBE, and Pierre MARQUIS.
« Propositional Fragments for Knowledge Compilation and Quantified Boolean Formulae
». In Manuela M. VELOSO and Subbarao KAMBHAMPATI, editors, Proceedings, The
Twentieth National Conference on Artificial Intelligence and the Seventeenth Innovative
Applications of Artificial Intelligence Conference, July 9-13, 2005, Pittsburgh, Pennsylva-
nia, USA, pages 288-293. AAAI Press / The MIT Press, 2005. 30, 102

Chandra CHEKURI and Julia CHUZHOY. « Large-treewidth graph decompositions and
applications ». In Dan BONEH, Tim ROUGHGARDEN, and Joan FEIGENBAUM, editors,
Symposium on Theory of Computing Conference, STOC’ 13, Palo Alto, CA, USA, June 1-4,
2013, pages 291-300. ACM, 2013. 80, 81

Hei CHAN and Adnan DARWICHE. « Reasoning about Bayesian Network Classifiers ».
In Conference in Uncertainty in Artificial Intelligence, UAI, pages 107-115, 2003. 48

Mark CHAVIRA and Adnan DARWICHE. « On probabilistic inference by weighted model
counting ». Artif. Intell., 172(6-7):772-799, 2008. 127

Arthur CHOI and Adnan DARWICHE. « Dynamic Minimization of Sentential Decision
Diagrams ». In Marie DESJARDINS and Michael L. LITTMAN, editors, Proceedings of
the Twenty-Seventh AAAI Conference on Artificial Intelligence, July 14-18, 2013, Bellevue,
Washington, USA. AAAI Press, 2013. 5, 18, 64, 65, 67, 68

147



Bibliography

[CDLS02]

[CKD13]

[CLLMO6]

[CM78]

[CM19]

[CS21]

[CT20]

[DarOla]

[DarO1b]

[DarOlc]

[Dar02a]

[Dar02b]

[Dar03]

148

Marco CADOLI, Francesco M. DONINI, Paolo LIBERATORE, and Marco SCHAERF. «
Preprocessing of Intractable Problems ». Inf. Comput., 176(2):89-120, 2002.

Arthur CHOI, Doga KiSA, and Adnan DARWICHE. « Compiling Probabilistic Graphical
Models Using Sentential Decision Diagrams ». In Symbolic and Quantitative Approaches
to Reasoning with Uncertainty, ECSQARU, volume 7958, pages 121-132, 2013. 48, 127

Sylvie COSTE-MARQUIS, Daniel LE, Florian LETOMBE, and Pierre MARQUIS. « Com-
plexity Results for Quantified Boolean Formulae Based on Complete Propositional Lan-
guages ». J. Satisf. Boolean Model. Comput., 1(1):61-88, 2006.

A.K. CHANDRA and G. MARKOWSKY. « On the number of prime implicants ». Discrete
Mathematics, 24:7-11, 1978. 106

Florent CAPELLI and Stefan MENGEL. « Tractable QBF by Knowledge Compilation
». In Rolf NIEDERMEIER and Christophe PAUL, editors, 36th International Symposium
on Theoretical Aspects of Computer Science, STACS 2019, March 13-16, 2019, Berlin,
Germany, volume 126 of LIPIcs, pages 18:1-18:16. Schloss Dagstuhl - Leibniz-Zentrum
fiir Informatik, 2019. 1

Florent CAPELLI and Yann STROZECKI. « Enumerating models of DNF faster: Breaking
the dependency on the formula size ». Discret. Appl. Math., 303:203-215, 2021. 6, 102

Karine CHUBARIAN and Gyorgy TURAN. « Interpretability of Bayesian Network Classi-
fiers: OBDD Approximation and Polynomial Threshold Functions ». In International Sym-
posium on Artificial Intelligence and Mathematics, ISAIM 2020, Fort Lauderdale, Florida,
USA, January 6-8, 2020, 2020. 48, 49, 54, 61

Adnan DARWICHE. « Decomposable negation normal form ». J. ACM, 48(4):608-647,
2001. 1, 2, 3, 4, 14, 29, 43, 48, 49

Adnan DARWICHE. « On the Tractable Counting of Theory Models and its Application
to Truth Maintenance and Belief Revision ». Journal of Applied Non-Classical Logics,
11(1-2):11-34, 2001. 48

Adnan DARWICHE. « Recursive conditioning ». Artif. Intell., 126(1-2):5-41, 2001.

Adnan DARWICHE. « A Compiler for Deterministic, Decomposable Negation Normal
Form ». In Rina DECHTER, Michael J. KEARNS, and Richard S. SUTTON, editors, Pro-
ceedings of the Eighteenth National Conference on Artificial Intelligence and Fourteenth
Conference on Innovative Applications of Artificial Intelligence, July 28 - August 1, 2002,
Edmonton, Alberta, Canada, pages 627-634. AAAI Press / The MIT Press, 2002. 19, 28,
59

Adnan DARWICHE. « A Logical Approach to Factoring Belief Networks ». In Dieter
FENSEL, Fausto GIUNCHIGLIA, Deborah L. MCGUINNESS, and Mary-Anne WILLIAMS,
editors, Proceedings of the Eights International Conference on Principles and Knowledge
Representation and Reasoning (KR-02), Toulouse, France, April 22-25, 2002, pages 409—
420. Morgan Kaufmann, 2002. 6

Adnan DARWICHE. « A differential approach to inference in Bayesian networks ». J.
ACM, 50(3):280-305, 2003. 6, 127



[Dar04]

[Darl1]

[Dar22]

[dC20]

[dCM20]

[dCM21a]

[dCM21b]

[dCM22a]

[dCM22b]

[Denl6]

[DF59]

Adnan DARWICHE. « New Advances in Compiling CNF into Decomposable Negation
Normal Form ». In Ramén Lépez de MANTARAS and Lorenza SAITTA, editors, Proceed-
ings of the 16th Eureopean Conference on Artificial Intelligence, ECAI’2004, including
Prestigious Applicants of Intelligent Systems, PAIS 2004, Valencia, Spain, August 22-27,
2004, pages 328-332. I0S Press, 2004. 19

Adnan DARWICHE. « SDD: A New Canonical Representation of Propositional Knowledge
Bases ». In Toby WALSH, editor, IJCAI 2011, Proceedings of the 22nd International Joint
Conference on Artificial Intelligence, Barcelona, Catalonia, Spain, July 16-22, 2011, pages
819-826. IICAI/AAAIL 2011. 1, 2,4, 17, 29, 30, 48, 64

Adnan DARWICHE. « Tractable Boolean and Arithmetic Circuits ». CoRR,
abs/2202.02942, 2022. 1

Alexis de COLNET. « A Lower Bound on DNNF Encodings of Pseudo-Boolean Constraints
». In Luca PULINA and Martina SEIDL, editors, Theory and Applications of Satisfiability
Testing - SAT 2020 - 23rd International Conference, Alghero, Italy, July 3-10, 2020, Pro-
ceedings, volume 12178 of Lecture Notes in Computer Science, pages 312-321. Springer,
2020. 3, 30, 54

Alexis de COLNET and Stefan MENGEL. « Lower Bounds for Approximate Knowledge
Compilation ». In Christian BESSIERE, editor, Proceedings of the Twenty-Ninth Interna-
tional Joint Conference on Artificial Intelligence, IJCAI 2020, pages 1834—1840. ijcai.org,
2020. 3,50

Alexis de COLNET and Stefan MENGEL. « Characterizing Tseitin-Formulas with Short
Regular Resolution Refutations ». In Chu-Min L1 and Felip MANYA, editors, Theory
and Applications of Satisfiability Testing - SAT 2021 - 24th International Conference,
Barcelona, Spain, July 5-9, 2021, Proceedings, volume 12831 of Lecture Notes in Com-
puter Science, pages 116-133. Springer, 2021. 3, 5, 31, 37, 46

Alexis de COLNET and Stefan MENGEL. « A Compilation of Succinctness Results for
Arithmetic Circuits ». In Meghyn BIENVENU, Gerhard LAKEMEYER, and Esra ERDEM,
editors, Proceedings of the 18th International Conference on Principles of Knowledge Rep-
resentation and Reasoning, KR 2021, Online event, November 3-12, 2021, pages 205-215,
2021. 6, 129

Alexis de COLNET and Pierre MARQUIS. « On the Complexity of Enumerating Prime
Implicants from dec-DNNF Circuits ». In To appear in the proceedings of 1JCAI 2022,
2022. 6, 103

Alexis de COLNET and Stefan MENGEL. « Lower Bounds on Intermediate Results in
Bottom-Up Compilation ». In To appear in the proceedings of AAAI 2022, Lecture Notes
in Computer Science, 2022. 4, 69, 70

Aaron W. DENNIS. « Algorithms for Learning the Structure of Monotone and Nonmono-
tone Sum-Product Networks ». PhD thesis, Brigham Young University, 2016. 127

B. DUNHAM and B. FRIDSHAL. « The problem of simplifying logical expressions ».
Journal of Symbolic Logic, 1959. 106

149



Bibliography

[DGO7]

[DH20]

[DHJ104]

[Diel2]

[dK86]

[dKMR92]

[DLL62]

[DMO2]

[DMO7]

[DM21]

[DP60]

[EG95]

[EMGOS]

[FK96]

[FMO6]

[FM14]

150

Arnaud DURAND and Etienne GRANDJEAN. « First-order queries on structures of
bounded degree are computable with constant delay ». ACM Trans. Comput. Log., 8(4):21,
2007.

A. DARWICHE and A. HIRTH. « On the Reasons Behind Decisions ». In Proc. of ECAI’20,
pages 712-720, 2020. 6, 106, 118

Pavol DURIS, Juraj HROMKOVIC, Stasys JUKNA, Martin SAUERHOFF, and Georg
SCHNITGER. « On multi-partition communication complexity ». Inf. Comput., 194(1):49—
75,2004. 54,55

Reinhard DIESTEL. Graph Theory, 4th Edition, volume 173 of Graduate texts in mathe-
matics. Springer, 2012. 42

J. de KLEER. « An assumption-based TMS ». Artificial Intelligence, 28:127-167, 1986.

J. de KLEER, A. K. MACKWORTH, and R. REITER. « Characterizing diagnoses and
systems ». Artificial Intelligence, 56:197-222, 1992. 106

Martin DAVIS, George LOGEMANN, and Donald W. LOVELAND. « A machine program
for theorem-proving ». Commun. ACM, 5(7):394-397, 1962. 92

Adnan DARWICHE and Pierre MARQUIS. « A Knowledge Compilation Map ». J. Artif.
Intell. Res., 17:229-264, 2002. 1, 3, 6, 14, 16, 18, 19, 43, 52, 102, 104, 105, 107, 118, 128,
129, 133, 134, 140

Rina DECHTER and Robert MATEESCU. « AND/OR search spaces for graphical models
». Artif. Intell., 171(2-3):73-106, 2007. 126

A. DARWICHE and P. MARQUIS. « On Quantifying Literals in Boolean Logic and Its
Applications to Explainable Al ». J. Artif. Intell. Res., 72:285-328, 2021. 118

Martin DAVIS and Hilary PUTNAM. « A Computing Procedure for Quantification Theory
». J.ACM, 7(3):201-215, 1960. 92

Th. EITER and G. GOTTLOB. « The Complexity of Logic-Based Abduction ». Journal of
the ACM, 42(1):3-42, 1995. 6, 105, 116

Th. EITER, K. MAKINO, and G. GOTTLOB. « Computational aspects of monotone dual-
ization: A brief survey ». Discret. Appl. Math., 156(11):2035-2049, 2008.

Michael L. FREDMAN and Leonid KHACHIYAN. « On the Complexity of Dualization of
Monotone Disjunctive Normal Forms ». J. Algorithms, 21(3):618-628, 1996. 125

Hélene FARGIER and Pierre MARQUIS. « On the Use of Partially Ordered Decision
Graphs in Knowledge Compilation and Quantified Boolean Formulae ». In Proceedings,
The Twenty-First National Conference on Artificial Intelligence and the Eighteenth Inno-
vative Applications of Artificial Intelligence Conference, July 16-20, 2006, Boston, Mas-
sachusetts, USA, pages 42-47. AAAI Press, 2006. 102

Hélene FARGIER and Pierre MARQUIS. « Disjunctive closures for knowledge compilation
». Artif. Intell., 216:129-162, 2014. 104, 105



[FX13]

[GI17]

[GI21]

[GIRS19]

[GKO98]

[GK99]

[GKM™11]

[GM94a]

[GM94b]

[GMO09]

[GTT20]

Luke FRIEDMAN and Yixin XU. « Exponential Lower Bounds for Refuting Random For-
mulas Using Ordered Binary Decision Diagrams ». In Andrei A. BULATOV and Arseny M.
SHUR, editors, Computer Science - Theory and Applications - 8th International Computer
Science Symposium in Russia, CSR 2013, Ekaterinburg, Russia, June 25-29, 2013. Pro-
ceedings, volume 7913 of Lecture Notes in Computer Science, pages 127-138. Springer,
2013. 4, 68

Ludmila GLINSKIH and Dmitry ITSYKSON. « Satisfiable Tseitin Formulas Are Hard for
Nondeterministic Read-Once Branching Programs ». In Kim G. LARSEN, Hans L. BOD-
LAENDER, and Jean-Francois RASKIN, editors, 42nd International Symposium on Math-
ematical Foundations of Computer Science, MFCS 2017, August 21-25, 2017 - Aalborg,
Denmark, volume 83 of LIPIcs, pages 26:1-26:12. Schloss Dagstuhl - Leibniz-Zentrum
fiir Informatik, 2017. 25

Ludmila GLINSKIH and Dmitry ITSYKSON. « On Tseitin Formulas, Read-Once Branching
Programs and Treewidth ». Theory Comput. Syst., 65(3):613-633, 2021.

Nicola GALESI, Dmitry ITSYKSON, Artur RIAZANOV, and Anastasia SOFRONOVA. «
Bounded-Depth Frege Complexity of Tseitin Formulas for All Graphs ». In Peter ROSS-
MANITH, Pinar HEGGERNES, and Joost-Pieter KATOEN, editors, 44th International Sym-
posium on Mathematical Foundations of Computer Science, MFCS 2019, August 26-30,
2019, Aachen, Germany, volume 138 of LIPIcs, pages 49:1-49:15. Schloss Dagstuhl -
Leibniz-Zentrum fiir Informatik, 2019. 93

Dima GRIGORIEV and Marek KARPINSKI. « An Exponential Lower Bound for Depth 3
Arithmetic Circuits ». In Jeffrey Scott VITTER, editor, Proceedings of the Thirtieth Annual
ACM Symposium on the Theory of Computing, Dallas, Texas, USA, May 23-26, 1998,
pages 577-582. ACM, 1998. 128

V. GURVICH and L. KHACHIYAN. « On Generating the Irredundant Conjunctive and
Disjunctive Normal Forms of Monotone Boolean Functions ». Discret. Appl. Math., 96-
97:363-373, 1999. 118

Parikshit GOPALAN, Adam R. KLIVANS, Raghu MEKA, Daniel STEFANKOVIC, Santosh S.
VEMPALA, and Eric VIGODA. « An FPTAS for #Knapsack and Related Counting Prob-
lems ». In IEEE Symposium on Foundations of Computer Science, FOCS, pages 817-826,
2011. 31, 48,49, 54

J. GERGOV and C. MEINEL. « Efficient analysis and manipulation of OBDDs can be
extended to FBDDs ». IEEE Transactions on Computers, 43(10):1197-1209, 1994.

Jordan GERGOV and Christoph MEINEL. « On the Complexity of Analysis and Manipu-
lation of Boolean Functions in Terms of Decision Graphs ». Inf. Process. Lett., 50(6):317—
322, 1994. 68

Martin GROHE and Déniel MARX. « On tree width, bramble size, and expansion ». J.
Comb. Theory, Ser. B, 99(1):218-228, 2009. 60, 69, 70

Nicola GALESI, Navid TALEBANFARD, and Jacobo TORAN. « Cops-Robber Games and
the Resolution of Tseitin Formulas ». ACM Trans. Comput. Theory, 12(2):9:1-9:22, 2020.
5,93

151



Bibliography

[HCDO6]

[HDO4]

[HDO5]

[HLWO6]

[HTKYO97]

[HW17]

[IKRS20]

[INAM20]

[INM19]

[I013]

[IRS22]

[IRSS21]

152

Jinbo HUANG, Mark CHAVIRA, and Adnan DARWICHE. « Solving MAP Exactly by
Searching on Compiled Arithmetic Circuits ». In Proceedings, The Twenty-First National
Conference on Artificial Intelligence and the Eighteenth Innovative Applications of Artifi-
cial Intelligence Conference, July 16-20, 2006, Boston, Massachusetts, USA, pages 1143—
1148. AAAI Press, 2006. 127

Jinbo HUANG and Adnan DARWICHE. « Using DPLL for Efficient OBDD Construction
». In SAT 2004 - The Seventh International Conference on Theory and Applications of
Satisfiability Testing, 10-13 May 2004, Vancouver, BC, Canada, Online Proceedings, 2004.
28, 67

Jinbo HUANG and Adnan DARWICHE. « DPLL with a Trace: From SAT to Knowledge
Compilation ». In Leslie Pack KAELBLING and Alessandro SAFFIOTTI, editors, IJCAI-
05, Proceedings of the Nineteenth International Joint Conference on Artificial Intelligence,
Edinburgh, Scotland, UK, July 30 - August 5, 2005, pages 156-162. Professional Book
Center, 2005. 4, 64

Shlomo HOORY, Nathan LINIAL, and Avi WIGDERSON. « Expander graphs and their
applications ». Bulletin of the American Mathematical Society, 43(4):439-561, 2006. 69,
93

Kazuhisa HOSAKA, Yasuhiko TAKENAGA, T. KANEDA, and Shuzo YAJIMA. « Size of

Ordered Binary Decision Diagrams Representing Threshold Functions ». Theor. Comput.
Sci., 180(1-2):47-60, 1997. 30, 31, 32, 54

Daniel J. HARVEY and David R. WOOD. « Parameters Tied to Treewidth ». J. Graph
Theory, 84(4):364-385, 2017. 10, 81

Dmitry ITSYKSON, Alexander KNOP, Andrei E. ROMASHCHENKO, and Dmitry
SOKOLOV. « On OBDD-based Algorithms and Proof Systems that Dynamically Change
the order of Variables ». J. Symb. Log., 85(2):632-670, 2020. 4, 5, 68

A. IGNATIEV, N. NARODYTSKA, N. ASHER, and J. MARQUES-SILVA. « On Relating
"Why?” and "Why Not?’ Explanations ». CoRR, abs/2012.11067, 2020. 118

A. IGNATIEV, N. NARODYTSKA, and J. MARQUES-SILVA. « Abduction-Based Explana-
tions for Machine Learning Models ». In Proc. of AAAI'19, pages 1511-1519, 2019. 6,
118

Dmitry ITSYKSON and Vsevolod OPARIN. « Graph Expansion, Tseitin Formulas and Res-
olution Proofs for CSP ». In Andrei A. BULATOV and Arseny M. SHUR, editors, Com-
puter Science - Theory and Applications - 8th International Computer Science Symposium
in Russia, CSR 2013, Ekaterinburg, Russia, June 25-29, 2013. Proceedings, volume 7913
of Lecture Notes in Computer Science, pages 162—173. Springer, 2013. 5, 93

Dmitry ITSYKSON, Artur RIAZANOV, and Petr SMIRNOV. « Tight Bounds for Tseitin
Formulas ». In To appear in the proceedings of SAT 2022, 2022. 36, 37, 46, 70, 89, 99

Dmitry ITSYKSON, Artur RIAZANOV, Danil SAGUNOV, and Petr SMIRNOV. « Near-
Optimal Lower Bounds on Regular Resolution Refutations of Tseitin Formulas for All
Constant-Degree Graphs ». Comput. Complex., 30(2):13, 2021. 5, 36, 93, 94, 95, 96, 97



[Iva6s]

[JS82]

[JS12]

[KBLM16]

[KCL*19]

[KdBCD14]

[KLMT13a]

[KLMT13b]

[KN97]

[KPS93]

Peter L IVANESCU. « Some network flow problems solved with pseudo-boolean program-
ming ». Operations Research, 13(3):388-399, 1965. 31

Mark JERRUM and Marc SNIR. « Some Exact Complexity Results for Straight-Line Com-
putations over Semirings ». J. ACM, 29(3):874-897, 1982. 127

Abhay Kumar JHA and Dan SUCIU. « On the tractability of query compilation and
bounded treewidth ». In Alin DEUTSCH, editor, /5th International Conference on
Database Theory, ICDT 12, Berlin, Germany, March 26-29, 2012, pages 249-261. ACM,
2012. 3,29

Frédéric KORICHE, Daniel Le BERRE, Emmanuel LONCA, and Pierre MARQUIS. «
Fixed-Parameter Tractable Optimization Under DNNF Constraints ». In Gal A. KAMINKA,
Maria Fox, Paolo BOUQUET, Eyke HULLERMEIER, Virginia DIGNUM, Frank DIGNUM,
and Frank van HARMELEN, editors, ECAI 2016 - 22nd European Conference on Artifi-
cial Intelligence, 29 August-2 September 2016, The Hague, The Netherlands - Including
Prestigious Applications of Artificial Intelligence (PAIS 2016), volume 285 of Frontiers in
Artificial Intelligence and Applications, pages 1194-1202. I0OS Press, 2016. 102

Pasha KHOSRAVI, YooJung CHOI, Yitao LIANG, Antonio VERGARI, and Guy Van den
BROECK. « On Tractable Computation of Expected Predictions ». In Hanna M. WAL-
LACH, Hugo LAROCHELLE, Alina BEYGELZIMER, Florence D’ ALCHE-BUC, Emily B.
Fox, and Roman GARNETT, editors, Advances in Neural Information Processing Systems
32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019,
December 8-14, 2019, Vancouver, BC, Canada, pages 11167-11178, 2019. 127

Doga Ki1SA, Guy Van den BROECK, Arthur CHOI, and Adnan DARWICHE. « Proba-
bilistic Sentential Decision Diagrams ». In Chitta BARAL, Giuseppe De GIACOMO, and
Thomas EITER, editors, Principles of Knowledge Representation and Reasoning: Proceed-
ings of the Fourteenth International Conference, KR 2014, Vienna, Austria, July 20-24,
2014. AAAI Press, 2014. 126, 127, 128, 129

F. KORICHE, J.-M. LAGNIEZ, P. MARQUIS, and S. THOMAS. « Knowledge Compilation
for Model Counting: Affine Decision Trees ». In Proc. of IJCAI’ 13, pages 947-953, 2013.
118

Frédéric KORICHE, Jean-Marie LAGNIEZ, Pierre MARQUIS, and Samuel THOMAS. «
Knowledge Compilation for Model Counting: Affine Decision Trees ». In Francesca
Ross, editor, IJCAI 2013, Proceedings of the 23rd International Joint Conference on Ar-
tificial Intelligence, Beijing, China, August 3-9, 2013, pages 947-953. IICAI/AAALI, 2013.
19

Eyal KUSHILEVITZ and Noam NISAN. Communication complexity. Cambridge Univer-
sity Press, 1997. 51

Dimitris J. KAVVADIAS, Christos H. PAPADIMITRIOU, and Martha SIDERI. « On Horn
Envelopes and Hypergraph Transversals ». In Kam-Wing NG, Prabhakar RAGHAVAN,
N. V. BALASUBRAMANIAN, and Francis Y. L. CHIN, editors, Algorithms and Computa-
tion, 4th International Symposium, ISAAC ’93, Hong Kong, December 15-17, 1993, Pro-
ceedings, volume 762 of Lecture Notes in Computer Science, pages 399-405. Springer,
1993. 48,119

153



Bibliography

[Kra95]

[KraO8]

[KS96]

[KS19]

[KSW99]

[LDOS8]

[LLM16]

[LM17]

[LMMW18]

[Mar93]

[Mar00]

[MCO91]

[McC56]

[Men16]

154

Jan KRAJICEK. Bounded arithmetic, propositional logic, and complexity theory, volume 60
of Encyclopedia of mathematics and its applications. Cambridge University Press, 1995.
93, 94

Jan KRAJICEK. « An exponential lower bound for a constraint propagation proof system
based on ordered binary decision diagrams ». J. Symb. Log., 73(1):227-237, 2008. 4, 68

David R. KARGER and Clifford STEIN. « A New Approach to the Minimum Cut Problem
». J. ACM, 43(4):601-640, 1996. 49

Petr KUCERA and Petr SAVICKY. « Propagation complete encodings of smooth DNNF
theories ». CoRR, abs/1909.06673, 2019. 3, 31, 45

Matthias KRAUSE, Petr SAVICKY, and Ingo WEGENER. « Approximations by OBDDs

and the Variable Ordering Problem ». In International Colloquium Automata, Languages
and Programming, ICALP, pages 493-502, 1999. 49, 50

Daniel LOWD and Pedro M. DOMINGOS. « Learning Arithmetic Circuits ». In David A.
MCALLESTER and Petri MYLLYMAKI, editors, UAI 2008, Proceedings of the 24th Con-
ference in Uncertainty in Artificial Intelligence, Helsinki, Finland, July 9-12, 2008, pages
383-392. AUAI Press, 2008. 127

Jean-Marie LAGNIEZ, Emmanuel LONCA, and Pierre MARQUIS. « Improving Model
Counting by Leveraging Definability ». In Subbarao KAMBHAMPATI, editor, Proceedings
of the Twenty-Fifth International Joint Conference on Artificial Intelligence, 1JCAI 2016,
New York, NY, USA, 9-15 July 2016, pages 751-757. IICAI/AAAI Press, 2016.

Jean-Marie LAGNIEZ and Pierre MARQUIS. « An Improved Decision-DNNF Compiler ».
In Carles SIERRA, editor, Proceedings of the Twenty-Sixth International Joint Conference
on Artificial Intelligence, IJCAI 2017, Melbourne, Australia, August 19-25, 2017, pages
667-673. ijcai.org, 2017. 1, 19, 28, 71

Daniel LE BERRE, Pierre MARQUIS, Stefan MENGEL, and Romain WALLON. « Pseudo-
Boolean Constraints from a Knowledge Representation Perspective ». In International
Joint Conference on Artificial Intelligence, IJCAI, pages 1891-1897, 2018. 30, 32

P. MARQUIS. « Skeptical Abduction ». Int. J. Artif. Intell. Tools, 2(4):511-540, 1993. 107

P. MARQUIS. « Consequence finding algorithms », volume 5 of Handbook on Defeasi-
ble Reasoning and Uncertainty Management Systems, Chapter 2, pages 41-145. Kluwer
Academic Publisher, 2000.

J.-C. MADRE and O. COUDERT. « A Logically Complete Reasoning Maintenance System
Based on a Logical Constraint Solver ». In Proc. of IJCAI’'91, pages 294-299, 1991. 107

E.J. MCCLUSKEY. « Minimization of Boolean functions ». Bell System Technical Journal,
35(6):1445-1446, 1956.

Stefan MENGEL. « Parameterized Compilation Lower Bounds for Restricted CNF-

Formulas ». In International Conference Theory and Applications of Satisfiability Testing,
SAT, 2016. 3,55



[MGC*21]

[Mil19]

[MM14]

[Mol19]

[MW19]

[NKR 18]

[Norl7]

[NWI7]

[NWO7]

[OD14]

[OD15]

[Pap77]

[PDO7]

[PDO8]

J. MARQUES-SILVA, Th. GERSPACHER, M. C. COOPER, A. IGNATIEV, and N. NARO-
DYTSKA. « Explanations for Monotonic Classifiers ». In Proc. of ICML’21, pages 7469—
7479, 2021. 118

T. MILLER. « Explanation in artificial intelligence: Insights from the social sciences ».
Artificial Intelligence, 267:1-38, 2019. 106

James MARTENS and Venkatesh MEDABALIMI. « On the Expressive Efficiency of Sum
Product Networks ». CoRR, abs/1411.7717, 2014. 137

Ch. MOLNAR. Interpretable Machine Learning - A Guide for Making Black Box Models
Explainable. Leanpub, 2019. 106

Stefan MENGEL and Romain WALLON. « Revisiting Graph Width Measures for CNF-
Encodings ». In Theory and Applications of Satisfiability Testing, SAT, 2019. 35

N. NARODYTSKA, S. Prasad KASIVISWANATHAN, L. RYzHYK, M. SAGIvV, and

T. WALSH. « Verifying Properties of Binarized Deep Neural Networks ». In Proc. of
AAAI’1S8, pages 6615-6624, 2018. 106

Joakim Alme NORDSTRAND. « Exploring Graph Parameters Similar to Tree-Width and
Path-Width ». PhD thesis, University of Bergen, Department of Informatics, 2017. 10

Noam NISAN and Avi WIGDERSON. « Lower Bounds on Arithmetic Circuits Via Partial
Derivatives ». Comput. Complex., 6(3):217-234, 1997. 6

Nina NARODYTSKA and Toby WALSH. « Constraint and Variable Ordering Heuristics for
Compiling Configuration Problems ». In Manuela M. VELOSO, editor, IJCAI 2007, Pro-
ceedings of the 20th International Joint Conference on Artificial Intelligence, Hyderabad,
India, January 6-12, 2007, pages 149-154, 2007. 4, 67

U. OzTOK and A. DARWICHE. « On Compiling CNF into Decision-DNNF ». In Proc. of
CP’14, pages 42-57, 2014.

Umut OZTOK and Adnan DARWICHE. « A Top-Down Compiler for Sentential Decision
Diagrams ». In Qiang YANG and Michael J. WOOLDRIDGE, editors, Proceedings of
the Twenty-Fourth International Joint Conference on Artificial Intelligence, IJCAI 2015,
Buenos Aires, Argentina, July 25-31, 2015, pages 3141-3148. AAAI Press, 2015. 18, 19,
28

Spiros G. PAPAIOANNOU. « Optimal Test Generation in Combinational Networks by
Pseudo-Boolean Programming ». IEEE Trans. Computers, 26(6):553-560, 1977. 31

Knot PIPATSRISAWAT and Adnan DARWICHE. « Clone: Solving Weighted Max-SAT in
a Reduced Search Space ». In Mehmet A. ORGUN and John THORNTON, editors, Al
2007: Advances in Artificial Intelligence, 20th Australian Joint Conference on Artificial
Intelligence, Gold Coast, Australia, December 2-6, 2007, Proceedings, volume 4830 of
Lecture Notes in Computer Science, pages 223-233. Springer, 2007. 1, 4, 48

Knot PIPATSRISAWAT and Adnan DARWICHE. « New Compilation Languages Based on
Structured Decomposability ». In Dieter FOX and Carla P. GOMES, editors, Proceedings of
the Twenty-Third AAAI Conference on Artificial Intelligence, AAAI 2008, Chicago, Illinois,
USA, July 13-17, 2008, pages 517-522. AAAI Press, 2008. 2, 4, 14, 64, 128, 137

155



Bibliography

[PD10]

[PD11]

[Pre21]

[Pro90]

[PS95]

[PSP94]

[PTPD15]

[Qui52]

[Qui55]

[QuiS9]

[Raz09]

[Raz10]

156

Knot PIPATSRISAWAT and Adnan DARWICHE. « Top-Down Algorithms for Constructing
Structured DNNF: Theoretical and Practical Implications ». In Helder COELHO, Rudi
STUDER, and Michael J. WOOLDRIDGE, editors, ECAI 2010 - 19th European Conference
on Artificial Intelligence, Lisbon, Portugal, August 16-20, 2010, Proceedings, volume 215
of Frontiers in Artificial Intelligence and Applications, pages 3—8. 10S Press, 2010. 28

Hoifung POON and Pedro M. DOMINGOS. « Sum-product networks: A new deep archi-
tecture ». In IEEE International Conference on Computer Vision Workshops, ICCV 2011
Workshops, Barcelona, Spain, November 6-13, 2011, pages 689-690. IEEE Computer So-
ciety, 2011. 126, 127

Steven PRESTWICH. « CNF Encodings ». 2nd edition of Handbook of Satisfiability, 2021.
53

G.M. PROVAN. « The computational complexity of multiple-context truth maintenance
systems ». In Proc. of the 9th European Conference on Artificial Intelligence (ECAI’90),
pages 522-527, Stockholm, 1990.

Shipra PANDA and Fabio SOMENZI. « Who are the variables in your neighborhood ». In
Richard L. RUDELL, editor, Proceedings of the 1995 IEEE/ACM International Conference
on Computer-Aided Design, ICCAD 1995, San Jose, California, USA, November 5-9, 1995,
pages 74-77. IEEE Computer Society / ACM, 1995. 68

Shipra PANDA, Fabio SOMENZI, and Bernard PLESSIER. « Symmetry detection and dy-
namic variable ordering of decision diagrams ». In Jochen A. G. JESS and Richard L.
RUDELL, editors, Proceedings of the 1994 IEEE/ACM International Conference on
Computer-Aided Design, ICCAD 1994, San Jose, California, USA, November 6-10, 1994,
pages 628-631. IEEE Computer Society / ACM, 1994. 68

Robert PEHARZ, Sebastian TSCHIATSCHEK, Franz PERNKOPF, and Pedro M. DOMIN-
GOS. « On Theoretical Properties of Sum-Product Networks ». In Guy LEBANON and
S. V. N. VISHWANATHAN, editors, Proceedings of the Eighteenth International Confer-
ence on Artificial Intelligence and Statistics, AISTATS 2015, San Diego, California, USA,
May 9-12, 2015, volume 38 of JMLR Workshop and Conference Proceedings. JIMLR.org,
2015. 129, 130, 133, 135, 136

W.V.0. QUINE. « The problem of simplifying truth functions ». American Mathematical
Monthly, 59:521-531, 1952.

W.V.O. QUINE. « A way to simplify truth functions ». American Mathematical Monthly,
62:627-631, 1955.

W.V.0. QUINE. « On cores and prime implicants of truth functions ». American Mathe-
matical Monthly, 66:755-760, 1959.

Ran RAZ. « Multi-linear formulas for permanent and determinant are of super-polynomial
size ». J. ACM, 56(2):8:1-8:17, 2009. 127, 128

Ran RAZ. « Elusive Functions and Lower Bounds for Arithmetic Circuits ». Theory
Comput., 6(1):135-177, 2010. 128



[Raz14]

[Raz16]

[Raz21]

[RAKS87]

[RKG14]

[RL16]

[RP13]

[Rud93]

[RY11]

[Sau03]

[SCD18a]

[SCD18b]

Igor RAZGON. « On OBDDs for CNFs of Bounded Treewidth ». In Chitta BARAL,
Giuseppe De GIACOMO, and Thomas EITER, editors, Principles of Knowledge Repre-

sentation and Reasoning: Proceedings of the Fourteenth International Conference, KR
2014, Vienna, Austria, July 20-24, 2014. AAAI Press, 2014. 30

Igor RAZGON. « On the Read-Once Property of Branching Programs and CNFs of
Bounded Treewidth ». Algorithmica, 75(2):277-294, 2016. 37, 46

Igor RAZGON. « Classification of OBDD Size for Monotone 2-CNFs ». In Petr A. GOLO-
VACH and Meirav ZEHAVI, editors, 16th International Symposium on Parameterized and
Exact Computation, IPEC 2021, September 8-10, 2021, Lisbon, Portugal, volume 214 of
LIPIcs, pages 25:1-25:15. Schloss Dagstuhl - Leibniz-Zentrum fiir Informatik, 2021. 30,
36

R. REITER and J. de KLEER. « Foundations of assumption-based truth maintenance sys-
tems: preliminary report ». In Proc. of AAAI’'87, pages 183-188, 1987. 105

Tahrima RAHMAN, Prasanna KOTHALKAR, and Vibhav GOGATE. « Cutset Networks: A
Simple, Tractable, and Scalable Approach for Improving the Accuracy of Chow-Liu Trees
». In Toon CALDERS, Floriana ESPOSITO, Eyke HULLERMEIER, and Rosa MEO, editors,
Machine Learning and Knowledge Discovery in Databases - European Conference, ECML
PKDD 2014, Nancy, France, September 15-19, 2014. Proceedings, Part II, volume 8725
of Lecture Notes in Computer Science, pages 630—645. Springer, 2014. 126

Amirmohammad ROOSHENAS and Daniel LOWD. « Discriminative Structure Learning
of Arithmetic Circuits ». In Dale SCHUURMANS and Michael P. WELLMAN, editors,
Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence, February 12-17,
2016, Phoenix, Arizona, USA, pages 4258-4259. AAAI Press, 2016. 127

Igor RAZGON and Justyna PETKE. « Cliquewidth and Knowledge Compilation ». In
Matti JARVISALO and Allen Van GELDER, editors, Theory and Applications of Satisfi-
ability Testing - SAT 2013 - 16th International Conference, Helsinki, Finland, July 8-12,
2013. Proceedings, volume 7962 of Lecture Notes in Computer Science, pages 335-350.
Springer, 2013. 3, 29

Richard RUDELL. « Dynamic variable ordering for ordered binary decision diagrams
». In Michael R. LIGHTNER and Jochen A. G. JESS, editors, Proceedings of the 1993
IEEE/ACM International Conference on Computer-Aided Design, 1993, Santa Clara, Cal-
ifornia, USA, November 7-11, 1993, pages 42-47. IEEE Computer Society / ACM, 1993.
5,68

Ran RAZ and Amir YEHUDAYOFF. « Multilinear formulas, maximal-partition discrepancy
and mixed-sources extractors ». J. Comput. Syst. Sci., 77(1):167-190, 2011. 137

Martin SAUERHOFF. « Approximation of boolean functions by combinatorial rectangles
». Theor. Comput. Sci., 301(1-3):45-78, 2003. 133

A. SHIH, A. CHOI, and A. DARWICHE. « Formal Verification of Bayesian Network
Classifiers ». In Proc. of PGM’18, pages 427-438, 2018. 106

A. SHIH, A. CHOI, and A. DARWICHE. « A Symbolic Approach to Explaining Bayesian
Network Classifiers ». In Proc. of IJCAI’ 18, pages 5103-5111, 2018. 6, 118

157



Bibliography

[SCD19a]

[SCD19b]

[Sch89]

[Sch15]

[Seg08]

[Segl4]

[Sie02]

[Sin02]

[SKO91]

[SK96]

[SL90]

[Som09]

[Str19]
[STV14]

158

A. SHIH, A. CHOI, and A. DARWICHE. « Compiling Bayesian Networks into Decision
Graphs ». In Proc. of AAAI' 19, pages 7966-7974, 2019. 106

Andy SHIH, Arthur CHOI, and Adnan DARWICHE. « Compiling Bayesian Network Clas-
sifiers into Decision Graphs ». In AAAI Conference on Artificial Intelligence, AAAI, pages
7966-7974, 2019. 48

Petra SCHEFFLER. « Die Baumweite von Graphen als ein Maf fiir die Kompliziertheit
algorithmischer Probleme ». PhD thesis, 12 1989. 44

Nicolas SCHMIDT. « Compilation de préférences application a la configuration de produit
». PhD thesis, 2015. 68

Nathan SEGERLIND. « On the Relative Efficiency of Resolution-Like Proofs and Ordered
Binary Decision Diagram Proofs ». In Proceedings of the 23rd Annual IEEE Conference on
Computational Complexity, CCC 2008, 23-26 June 2008, College Park, Maryland, USA,
pages 100-111. IEEE Computer Society, 2008. 4, 68

Luc SEGOUFIN. « A glimpse on constant delay enumeration (Invited Talk) ». In Ernst W.
MAYR and Natacha PORTIER, editors, 31st International Symposium on Theoretical As-
pects of Computer Science (STACS 2014), STACS 2014, March 5-8, 2014, Lyon, France,
volume 25 of LIPIcs, pages 13-27. Schloss Dagstuhl - Leibniz-Zentrum fiir Informatik,
2014. 104

Detlef SIELING. « The Nonapproximability of OBDD Minimization ». Inf. Comput.,
172(2):103-138, 2002. 65

Carsten SINZ. « Knowledge compilation for product configuration ». In Proceedings of
the Configuration Workshop, 15th European Conference on Artificial Intelligence, pages
23-26,2002. 1

Bart SELMAN and Henry A. KAUTZ. « Knowledge Compilation using Horn Approxima-
tions ». In Thomas L. DEAN and Kathleen R. MCKEOWN, editors, Proceedings of the
9th National Conference on Artificial Intelligence, Anaheim, CA, USA, July 14-19, 1991,
Volume 2, pages 904-909. AAAI Press / The MIT Press, 1991. 3, 28, 47, 48, 49

Bart SELMAN and Henry A. KAUTZ. « Knowledge Compilation and Theory Approxima-
tion ». J. ACM, 43(2):193-224, 1996. 1, 3, 4, 28, 47, 48, 49, 62

B. SELMAN and H. LEVESQUE. « Abductive and default reasoning: a computational core
». In Proc. of AAAI’90, pages 343-348, 1990. 6, 105, 116

Fabio SOMENZI. « CUDD: CU decision diagram package-release 2.4. 0 ». University of
Colorado at Boulder, 2009. 64, 67

Y. STROZECKI. « Enumeration Complexity ». Bull. EATCS, 129, 2019. 6, 102, 103, 104

Sigve Hortemo S EATHER, Jan Arne TELLE, and Martin VATSHELLE. « Solving MaxSAT
and #SAT on Structured CNF Formulas ». In Carsten SINZ and Uwe EGLY, editors, Theory
and Applications of Satisfiability Testing - SAT 2014 - 17th International Conference, Held
as Part of the Vienna Summer of Logic, VSL 2014, Vienna, Austria, July 14-17, 2014.
Proceedings, volume 8561 of Lecture Notes in Computer Science, pages 16-31. Springer,
2014. 3,29



[SWOI5]

[SY10]

[Tie70]

[Tse68]

[Tse83]

[TSZ10]

[Urq87]

[Val80]

[VCL*21]

[VD15]

[Was16]
[Weg00]

Detlef SIELING and Ingo WEGENER. « Graph Driven BDDs - A New Data Structure for
Boolean Functions ». Theor. Comput. Sci., 141(1&2):283-310, 1995. 2

Amir SHPILKA and Amir YEHUDAYOFF. « Arithmetic Circuits: A survey of recent results
and open questions ». Found. Trends Theor. Comput. Sci., 5(3-4):207-388, 2010. 127, 128

James C. TIERNAN. « An efficient search algorithm to find the elementary circuits of a
graph ». Commun. ACM, 13(12):722-726, 1970. 102

GS TSEITIN. « The complexity of a deduction in the propositional predicate calculus ».
Zap. Nauchn. Sem. Leningrad Otd. Mat. Inst. Akad. Nauk SSSR, 8:234-259, 1968. 5, 92

G. S. TSEITIN. « On the Complexity of Derivation in Propositional Calculus », pages
466-483. Springer Berlin Heidelberg, Berlin, Heidelberg, 1983. 5, 92

Olga TVERETINA, Carsten SINZ, and Hans ZANTEMA. « Ordered Binary Decision Dia-
grams, Pigeonhole Formulas and Beyond ». J. Satisf. Boolean Model. Comput., 7(1):35-58,
2010. 68

Alasdair URQUHART. « Hard examples for resolution ». J. ACM, 34(1):209-219, 1987. 5,
25,92,93

Leslie G. VALIANT. « Negation can be Exponentially Powerful ». Theor. Comput. Sci.,
12:303-314, 1980. 1, 6,7, 126, 127, 135, 137

Antonio VERGARI, YooJung CHOI, Anji L1U, Stefano TESO, and Guy Van den BROECK.
« A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference ». In
Marc’ Aurelio RANZATO, Alina BEYGELZIMER, Yann N. DAUPHIN, Percy LIANG, and
Jennifer Wortman VAUGHAN, editors, Advances in Neural Information Processing Systems
34: Annual Conference on Neural Information Processing Systems 2021, NeurlPS 2021,
December 6-14, 2021, virtual, pages 13189-13201, 2021. 1, 6, 127, 128, 137

Guy VAN DEN BROECK and Adnan DARWICHE. « On the Role of Canonicity in Knowl-
edge Compilation ». In Blai BONET and Sven KOENIG, editors, Proceedings of the
Twenty-Ninth AAAI Conference on Artificial Intelligence, January 25-30, 2015, Austin,
Texas, USA, pages 1641-1648. AAAI Press, 2015.

Kunihiro WASA. « Enumeration of Enumeration Algorithms », 2016. 102

Ingo WEGENER. Branching Programs and Binary Decision Diagrams. SIAM, 2000. 2, 3,
35,49

159



	Couverture
	Acknowledgements
	Dédicace
	Contents
	List of Figures
	Introduction
	Preliminaries
	Notions on Graphs
	Notions from Propositional Logic
	Notions on Circuits
	Computational Circuits
	Classes of Circuits in Negation Normal Form
	Classes of Binary Decision Diagrams

	Knowledge Compilation
	Rectangle Covers for the Analysis of Circuits in DNNF
	Rectangle Covers
	Proof Trees
	Lower Bounds on the DNNF Size from Rectangle Covers

	Tseitin Formulas


	Part I Lower Bounds on the Size of Representations in Compilation Languages
	Lower Bounds on the DNNF Size of Specific Functions
	The State of Compilation to DNNF and sublanguages
	Pseudo-Boolean Constraints that have Exponential DNNF Size
	Restriction to Threshold Models of PB-Constraints
	Reduction to Covering Maximal Matchings of Kn,n
	Proof of Theorem 4

	Tseitin Formulas that have Exponential DNNF Size
	An Adversarial Rectangle Cover Game for Lower Bounds on DNNF Size
	Splitting Parity Constraints
	Lower Bounds on the DNNF Size of Tseitin formulas

	Conclusion and Perspectives

	Lower Bounds for Approximate Knowledge Compilation
	State of Approximate Knowledge Compilation
	Lower Bounds for Weak Approximation to d-DNNF
	Strong -Approximations
	Large d-DNNF Size for Strong Approximations
	Large d-DNNF Size for Strong Approximations of Linear Codes
	Large d-DNNF Size for Strong Approximations of Tseitin Formulas

	Conclusion and Perspectives


	Part II Applications of Lower Bounds Inside and Outside Knowledge Compilation
	Lower Bounds on Intermediate Results in Bottom-Up Compilation
	Bottom-Up Compilation
	State of Bottom-Up Compilation and Contribution
	Refuting Tseitin Formulas in str-DNNF (, r)
	From Unsatisfiable to Satisfiable Tseitin Formulas (Lemma 36)
	Graph Bi-Partition with Large Treewidth on Both Sides
	Well-linkedness
	Acceptable partitions
	Proof of Theorem 18
	Proof of Lemma 44
	Proof of Lemma 45

	Conclusion and Perspectives

	The Length of Regular Resolution Refutations of Unsatisfiable Tseitin Formulas
	Regular Resolution Refutation
	State of Resolution Refutation of Tseitin Formulas and Contribution
	Branching Programs for Search Relations
	Well-Structured Branching Programs Computing SearchVertex
	From Unsatisfiable to Satisfiable Tseitin Formulas
	Conclusion and Perspectives


	Part III Extending the Knowledge Compilation Map to New Fields
	Enumeration Queries on Compilation Languages
	Enumeration Queries and Enumeration Complexity
	Enumeration Complexity
	Enumeration Queries in the Compilation Map
	New Enumeration Queries

	EnumIP and EnumPI from dec-DNNF are in OutputP
	EnumIP and EnumPI from dec-DNNF are in IncP
	Solving the decision variant of AnotherSolIP
	Propagating a prime implicant in D
	Augmenting an incomplete subset of IP(D)
	The Dual Case of Prime Implicates

	Enumerating Specific Prime Implicants
	Subset-Minimal Explanations and Abductive Explanations
	Sufficient Reasons

	Missing Proofs
	Conclusion and Perspectives

	Unconditional Succinctness Maps for Arithmetic Circuits
	Arithmetic Circuits for Pseudo-Boolean Functions
	Preliminaries: Smoothing circuits in wDNNF
	From Monotone ACs to circuits in NNF
	Succinctness Maps
	Succinctness Map for Circuits in NNF
	Succinctness Map for Monotone ACs
	Starting a Map for Positive ACs

	Lower Bounds for Positive AC
	Sum of Decomposable Products
	Lower Bounds for Structured Decomposable Positive AC

	Conclusion and Perspectives


	Conclusion
	Bibliography

